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Abstract—Real time moving target tracking and identification 

with hyperspectral imagery is still very challenging with 
conventional sensors and algorithms. The increased information 
content of hyperspectral imaging has enabled improved 
classification and quantification of targets of interest. However, 
recording hyperspectral data for target classification is very 
time consuming. We design a sensor platform with 
multi-modalities, consisting of a dual-panoramic peripheral 
vision system and a narrow field-of-view hyperspectral fovea. 
Thus, we only need to capture hyperspectal images in regions of 
interest. This design is inspired by the human vision system 
where the periphery vision of the retina is used to detect motion 
and the fovea of the retina is used to recognize objects.  

The proposed intelligent sensors design is also supported by 
real-time algorithms for target detection, tracking and 
identification. Only hyperspectral data for areas of interest are 
captured for target classification and recognition. Important 
issue such as multimodal sensing component cooperation, region 
of interest extraction, target tracking, hyperspectral image 
analyzing and target signature identification are discussed. 
 

Keywords—Hyperspectral Imaging, Multi-Modal, Regions 
of Interest, Tracking, Spectral classification. 
 
 

I. INTRODUCTION 
racking and recognizing moving targets in real-time is 
one of the important tasks for monitoring and 

surveillance. Traditional motion tracking methods with single 
sensor modalitieshave limitation in real-world scenarios. 
When using panchromatic video or color video data, blob 
tracking or kernel-based tracking [1] may perform well for 
targets with uniquely different colors or shapes. However, 
typical urban setting includes objects of similar sizes, shapes 
and colors and therefore they are hard to detect and identify. 
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Multi-modal and/or hyperspectral sensors have been designed 
and used in such difficult situations. Hyperspectral imaging 
(HSI) involves data collection in dozens or hundreds of 
narrow, adjacent spectral bands. With extended information 
of the recorded data, image classification can be greatly 
improved. However, recording hyperspectral data is very time 
consuming. Also, for those applications that are time-varying 
and transient, or when there is a relative motion between 
objects and surroundings, the use of time-sequential HSI 
introduces the possibility of spatial mis-registration of images 
and a consequent distortion of the recorded spectra [2]. Thus, 
tracking moving objects with HSI in real time using 
conventional hyperspectral imaging techniques is 
problematic. To ease the spectral distortion, it will be the best 
that all voxels of the spectral data to be recorded 
simultaneously. This can be done using HSI snapshot 
techniques, as in [2]. But the spectral resolution is limited to 
few tens of bands due to the information bottleneck 
constituted by the space-bandwidth product of the detector 
arrays. To achieve two-dimensional, video-rate, hyperspectral 
imaging (of hundreds of spectral bands) with megapixel 
spatial resolution requires images to be recorded at the order 
of 10 Gpixels s-1 [3]. It is very expensive to capture and to 
process such high-rate data in real-time.  

Recently, a great deal of effort has been put into adaptive 
and tunable multi-spectral or hyperspectral sensor designs 
with a goal to address the challenging problems of detecting, 
tracking and identifying targets in dynamic scenes. 
Representative large programs include: the DARPA’s 
Adaptive Focal Plane Array (AFPA) Program [4], ARL’s 
Advanced Sensor CTA [5], and NSF’s Center for 
Mid-Infrared Technolgies for Health and Environment [6]. 
Even commercial real-time, spectral tunable, 
polaralization-enabled, hyperspectral imaging system are 
available [7]. In the design of a useful sensor, its field of view 
(FOV) is another important factor. Real-time omnidirectional 
(or panoramic) vision systems have been implemented by 
catadioptric designs using hyperbolic, parabolic or ellipsoidal 
mirror designs, as in [8] and [9]. Real-time panchromatic 
peripheral view and hyperspectral fovea have been proposed 
[3] to balance the requirements of both the FOV and real-time 
hyperspectral imaging. All of these works represent the 
state-of-the-art of adaptive sensor designs that have advanced 
the conventional sensor concepts. However, most of the 
sensor designs only have very limited data exploitation 
capabilities for optimizing hyperspectral data acquisition.  
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In this paper, we present a novel multimodal sensor design 
that has both omnidirectional (panoramic) view and 
hyperspectral fovea, and that integrates sensing and 
processing for real-time target detection and signature 
acquisition. This design is useful for a wide range of 
applications in real-time target recognition [10] and 
surveillance [3]. This sensor platform improves or differs 
from previous designs [2,3,5] in literature in three aspects:  

(1) A panoramic view is provided instead of a normal 
wide-angle view.  

(2) A dual scanning system is designed to obtain moving 
targets in a very effective and efficient manner.  

(3) Active control of the hyperspectral sensor is added to 
facilitate signature acquisition of targets of various locations 
that can only be determined in real-time.  

We note that not every sensor design can be fit in all 
different situations. The intention of this design is to test a 
system approach we have proposed to facilitate adaptive 
multimodal sensor designs [11], in order to reduce 
development time and system cost while achieving optimal 
results. This can be realized through an iterative process that 
incorporates simulation, evaluation and refinement of critical 
elements. Therefore, in addition to presenting a novel sensor 
design, this paper also provides some discussions of this 
design example that follows the philosophy of our system 
approach, by using scene and sensor simulation, and by 
integrating data exploitation into data acquisition. 

The paper is organized as the following. Section 2 presents 
the design of the bio-inspired adaptive multimodal sensor 
platform - the dual-panoramic scanner with a hyperspectral 
fovea (DPSHF) for the task of tracking moving targets in real 
time. Section 3 discusses the target extraction method using 
conventional background subtraction. Section 4 illustrates our 
algorithm to estimate the next position of a moving target for 
adaptive fovea data collection. Section 5 discusses spectral 
classification in recognizing simple moving targets. Section 6 
describes a simulation environment, the parameter 
configuration of the sensor platform, and provides some 
experiment results.  Conclusions and discussions will be 
provided in Section 7.   

  

II. SENSOR DESIGN 

Our sensor platform design is inspired by the biological 
concept of the human vision system.  The structure of a 
human eye is to focus light onto the retina.  The peripheral 
region of the retina can respond well in dim light conditions. 
Its wide FOV facilitate the detection of motion of a target, 
and then the center of the retina, also know as fovea, can be 
turned to the specific target. The color information can then 
be obtained and compared with the database in the brain for 
recognition.  

Our proposed sensor platform, the dual-panoramic scanners 
with a hyperspectral fovea (DPSHF) (Fig. 1), consists of a 
dual-panoramic (omnidirectional) peripheral vision and a 
narrow FOV hyperspectral fovea. It is an extension of the 
human vision system in that the peripheral vision is 

omnidirectional rather than just wide FOV, and the foveate 
vision is hyperspectral rather than just color. The intelligent 
sensor works as the follows. In the first step, two 
panchromatic images with 360-degree FOV are generated by 
rotating two line scanners around a common rotating axis, 
pointing apart to two slightly different directions. The angle 
difference between the two scanners can be adjusted for 
detecting and tracking moving targets with different 
velocities and distances. An initial angle is used at the 
beginning. Then the detecting results from the two scans can 
determine what the new angle difference should be - either 
decreased if a target is moving too fast, or increased if the 
target is moving too slow. With the use of line scanners in 
our sensor design, the geometric distortion problem can be 
avoid since the platform is motor-controlled and stabilized. 
There are two advantages of using line scanners that will be 
further amplified. First, a line scanner can have a full 
306-degree horizontal FOV. Second, resulted images are 
inherently registered.  

Moving targets can then be easily and quickly determined 
by the differences of the two panoramic images generated 
from two scanners. The next position and the time of a 
moving target can be estimated from the difference of two 
regions of interest (ROIs) that include the target. In real-time 
processing, the comparison is started whenever the second 
scan reaches the position of the first scan, therefore, only a 
small portion of images is used before full-view panoramas 
are generated. The detail of the target detection processing 
algorithm will be discussed in Section III.  

Then, we can turn the hyperspectral imager with a specific 
focal length calculated based on the size of the object, and to 
the predicted region that includes the moving target. Thus, 
hyperspectral data is recorded more efficiently for only the 
ROIs that include possible moving targets. This can be done, 
for example, by using a control program implementing the 
processing algorithm on a FPGA chip. The two line scanners 
and hyperspectral imager are aligned so that they all share a 
single effective viewpoint. The spectral data can be 
efficiently recorded with a foveal hyperspectral imager (FHI) 
[3] which maps a 2D spatial image into a spatial 1D image. 
This is implemented by using a micro mirror as a fovea that 
intercepts the light onto a fiber optical reformatter (FOR) 
[12], which then forms a 1D array onto a dispersive 
hyperspectral imager (DHI) [13], producing a 2D 
hyperspectral data array  with one dimension as spatial and 
the other as spectral. Then the result is combined with the 
panchromatic images generated by the dual-panoramic 
scanners to produce a co-registered spatial-spectral image.  

The FOR is constructed from a coherent array of ribbon 
fibers. The reformatter maps an N x N array of fibers into a 
one-dimensional 1 x N2 array. The fibers diameter determines 
the maximum spatial resolution of FHI. With 50 µm in 
diameter and arranged on a 56 µm, the spatial resolution can 
be 14 x 14 pixels. With reduced diameter of 10 µm, the 
spatial resolution can be significantly improved to 70 x 70 
pixels. The blurring effect from cross-coupling of optical 
fibers was not a significant magnitude as shown in [2]. 
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The advantage of using FHI is that we can have very high 
spectral resolution up to 1 nm. However, the spatial 
resolution of FHI is limited by FOR to 14x14 pixels 
(available) or to 70x70 pixels (improvement). One solution is 
to use image replication imaging spectrometer (IRIS) [14], 
which gives higher spatial resolution with the trade-off of a 
smaller number of spectral bands. In using IRIS, one 
approach is to select fewer narrow spectral bands to be 
sampled. Therefore, we can only retain spectral bands of 
interest by analyzing the spectral profile of a model object 
and then determining the significant bandwidth to be selected 
for the spectral filter. An acousto-optic tunable filters (AOTF) 
[15] [16] can be one of the solutions that can be rapidly tuned 
to pass specific wavelengths of light by varying the frequency 
of an acoustic wave propagating through an anisotropic 
crystal medium [17]. The AOTF operates very fast, usually in 
microseconds, so that it can be used in real-time processing. 
Indeed, we only need to tune the filter once as soon as the 
tracking target is decided.  

   

III. MOVING TARGET DETECTION 
Most moving target detection algorithms use background 

subtraction as the first step. Here we use a simple background 
subtraction method to determine a region of interest for 
estimating the next position of each moving target. The initial 
background is acquired from the average of several scans 
captured by rotating one scanner pointing to the scene 
without any moving targets. Each of the two line scanners 
will generate a sequence of 1D image lines at each rotation 
angle. The panorama is constructed by combining all image 
lines. The advantage of using line scanner here is to avoid 
registration problem. The moving target can be easily 
extracted from subtracting each panorama from the 
background whenever the following relation holds for a pixel:  
 

τ>−+ tt BI 1  (1) 
  

where τ is a “predefined” threshold which should be 
relatively small so that any small regions possibly including a 
moving target will be detected. In real-time process, 
whenever the second scan reaches the position of the first 
scan, a portion of spatial region is generated, thus, we can 
start the background subtraction without waiting the full 
panoramas to be compared. However, the background 
subtraction result (i.e., the difference image) has a lot of 
noises due to change of time and reflection of the light over 
time. Most significant noisy regions are resulted from 
changing of the illumination intensity over time. Since we 
have some intuitive knowledge that the moving target we 
want to track should be in some solid shapes after 
background subtraction, those regions have sparse points or 
irregular shapes may be discarded. We apply a morphological 
noise removal technique that consists of the opening and the 
closing operations [18]. Therefore, small sparse noises can be 
removed using the opening operation, while small holes can 
be filled using the closing operation. Those noises can be 

further reduced when we keep updating background 
information after each 360-degree rotation with  
 

ttt BIB )1(1 αα −+=+  (2) 
 
where α is kept small to prevent artificial “tails” forming 
behind moving objects [19]. In fact, lines of background are 
updated once each dual-lines is scanned before combination, 
therefore only those pixels belonging to the background are 
updated using the above formula. The background subtraction 
approach using two scans at different times can find the speed 
of a moving target easily, which will be described in the next 
section. Note that real-time target detection is achieved since 
the scanning and detection are performed simultaneously and 
continuously. Furthermore, with the dual panoramic scanners, 
even if background subtraction fails, targets can still be 
detected from the difference of two scans scanning the scene 
at slight different times.   
    

IV. MOVING TARGET TRACKING 
After the moving target detection step via background 

subtraction, we find two ROIs of the same target viewed at 
two different times resulting from the two different scans. 
The location and size differences of the two regions can 
determine the relative bearing angle of the hyperspectral 
fovea imager to zoom on to the moving target. The extracted 
regions positions from first scan and second scan can indicate 
which direction the target is moving to. Also, the size of two 
regions can indicate whether the target is moving closer to the 
sensor or farther. Therefore, we can calculate the next 
position where the target will be. Then, the ratio of the 
previous two regions can be used to estimate the new focal 
length of the hyperspectral imager. 

The angle difference of two scans for two ROIs at different 
times ti and ti+1, can be used to predict the position of the next 
ROI having the moving target at the time, ti+2, when the 
hyperspectral imager can be in place. Therefore, given the 
time 2+it , we can estimate the panning and tile angles of the 
hyperspectral imager. Note that only the angles relative to the 
center of a region are needed.      

The turning angles (i.e., panning and tilting) of the 
hyperspectral imager should be: 
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where the superscript x and y correspond tothe panning angle 
(in the x-direction) and the tilting angle (in the y-direction), 
respectively. The angle 

itθ  corresponds to the angle position 
of a ROI at a time it  as shown in Fig. 3.  

The focal length of the hyperspectral fovea is inversely 
proportional to the desired FOV of the hyperspectral imager 
,α , in order to have the target in the full view of the FOV. 
The FOV angle can be estimated as 
 



 

 4

l
t

P

R
i 2+=α  (4) 

 
where 

2+itR  is the predicted size of the target region at 2+it , 

and lP  is the number of line scan per angle. The 
relationship between 

2+itR  and the previous two regions of 
the same target at different times can be expressed as 
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Then a hyperspectral foveal shot of a ROI from the 
calculation can be taken. 

Thus, hyperspectral data is recorded in a more efficient 
way, only for regions of interest. It is possible for some 
regions not having true moving targets inside. This might be 
verified by simply subtract ROIs of the two scans from the 
matching regions in the background. If one of them has no 
motion change, we confirm that there is no moving object. 
This is an additional advantage of having two panoramic 
scanners.     

 

V. TARGET RECOGNITION 
Recognizing moving target needs to compare a target 

spectrum associated with each pixel to its training spectrum. 
In our experiments, a spectral library was pre-built with some 
existing models. Currently, four vehicles with different 
spectral signatures captured in the same background are used. 
Various endmembers which represent spectral extreme that 
best characterize a material type of a target were selected, and 
their spectral curves were stored in the library database. We 
use the sequential maximum angle convex cone (SMACC) 
[20] to extract spectral endmembers and their abundance for 
every model target. In comparison to the conventional pixel 
purity index (PPI) [21] and N-FINDER [22], SMACC is a 
much faster and more automated method for finding spectral 
endmembers. Simply speaking, SMACC first finds extreme 
points or vectors that cannot be represented by a positive 
linear combination of other vectors in the data as a convex 
cone, and then a constrained oblique projection is applied to 
the existing cone to derive the next endmembers. The process 
is repeated until a tolerance value is reached, for example, 
max number of endmembers. Each endmember spectrum, 
defined as H, can be presented mathematically as a 
combination of the product of a convex 2D matrix contains 
endmember spectra as columns and a positive coefficient 
matrix: 
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where i is the pixel index, j and k are the endmember indices, 
and c is the spectral channel index. Some endmembers might 
have less spectra differences in term of redundancy. Those 

can be coalesced based on a threshold so that the most 
extreme spectra are identified and used to represent the entire 
coalesced group of endmembers.  

SMACC assumes hyperspectral data are calibrated to either 
radiance or reflectance. Assume the effective radiance 
reaching the sensor is ),,,( λφθlL , where l is slant range from 
sensor to target, θ, φ and λ are the zenith angle, the azimuth  
angle and the wavelength, respectively. It follows the 
first-principle physical equation in [23]. If we are only 
interested in the reflective bands, the general equation can be 
further simplified as: 
 

( )),,(),,,(),,(),,,(),,,( λθλφθφθλσλφθ lLLLlLflL usbsdss=  (7) 
 
where σ is angle from the normal to the target to the sun, Ls is 
the solar radiance, Lds is the downwelled radiance from the 
sky due to the atmospheric scattering, Lbs is the spectral 
radiance due to reflection from background objects, and Lus is 
the scattered atmospheric path radiance along the 
target-sensor line of site. 

The general equation of radiance reaching the sensor shows 
the importance of various factors affect the results for further 
analysis. Even with the simplified term in Eq. (7), the 
reflectance measurements might be different from time to 
time for same target signature due to variations in 
illumination intensities and directions. To reduce those 
effects, the magnitudes of all target and training spectra were 
normalized using the continuum removal technique [24], 
which has been successfully used to highlight the spectral 
shape and magnify a small difference. A continuum is a 
mathematical functions used to isolate a particular absorption 
feature for analysis. The idea of a continuum is formed by 
defining high points of the spectrum (i.e., local maxima) and 
fitting straight line segments between these points. The final 
spectrum is resulted from dividing the continuum curve into 
its original spectrum (Fig. 4). It is not always advantageous to 
place every peak in a spectrum on the continuum curve, 
especially if the spectrum contains noise or poorly defined 
features. However, for recognizing some man-made objects 
like vehicles, it can be suitable for only determining 
significant parts of features.  

With normalized data, a rapid matching filter [25] for target 
spectra was applied to match the target signature with the 
known signatures that have already been built in the spectral 
library. A least square difference (LSD) was calculated 
between each target spectrum and the reference endmembers. 
The total root-mean-square (RMS) error was used to form an 
RMS image for each endmember. One general RMS using 
the arithmetic mean is the Minimum Euclidean Distance 
(MED) [26]:  
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where s is an unclassified pixel, cµ is the mean of the class 
c, and N is the number of spectral dimensions. The MED 
computes the Euclidean distance between the current sample 
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s and the mean cµ for all c, (c = 1…C), and assigns the 

sample to the class with the minimum ),( cusD . The 
problem with the MED is that it does not account for the 
variance of the data. Other methods may be applied for 
certain cases, but will not be discussed here.  

As a result, each pixel was classified either to a known 
object if the target spectrum was matched with the library 
spectrum of that object, or to an unknown object, for instance, 
the background. The matching results for all endmembers of 
a single object were combined in order to recognize the 
target. To distinct multiple objects from database, the results 
of different group of endmembers of different targets were 
compared. 

  

VI. EXPERIMENT TROUGH SIMULATION 
In order to test the sensor design concept and to integrate 

sensing and processing before a real sensor is fabricated, we 
simulate a realistic scene and model our sensor platform in 
DIRSIG [27], the Digital Imaging and Remote Sensing Image 
Generation tool, developed at the Rochester Institute of 
Technology (RIT). By scene simulation and sensor modeling, 
we hope to reduce the cost and development time in new 
sensor designs, together with the support of the tracking 
algorithm and the classification method. 

The DIRSIG model is a complex synthetic image 
generation application which produces simulated imagery in 
the visible through thermal infrared regions [28]. The model 
is designed to produce broad-band, multi-spectral and 
hyperspectral imagery through the integration of a suite of 
first principles based radiation propagation sub-models. One 
important sub-model DIRSIG uses is MODTRAN [29], 
which is a radiation propagation model to generate a complex 
set of look-up tables to characterize the exoatmospheric 
irradiance, emitted and scattered radiances and path 
transmission. 

Before scene simulation and sensor modeling, we need to 
set up different scenarios and configure the sensor 
parameters. One simple scenario we used involves a moving 
Humvee in an urban scene (Fig. 5). The average speed of the 
Humvee is about 33.6 mile per hour moving from east to 
west, passing through the main building in the scene. Our 
sensor platform is placed in front of this building. The scan 
speed of each line scanner can be set from 60 Hz to 100 Hz 
selectable, thus one entire 360° scan take from 6.0 seconds 
down to 3.6 seconds. This time constraint is not a problem for 
real-time target detection since the detection and scanning are 
continuous and simultaneous. The number of pixels per line 
in the vertical direction is set to 512 to match the horizontal 
scanning resolution. Only one spectral channel is captured for 
the dual line scanning. The focal length is fixed at 35mm for 
both line scanners, and the angle between the pointing 
directions of the two scanners is 10° so that the time the 
second scan reaches the position of the first scan is only about 
0.1s. In theory, the time difference between two scans should 
be much less than one second to avoid a lot of uncertainty of 
action changes in moving vehicles. Two scanners are used so 
that (1) the more accurate direction and focal length of the 

hyperspectral fovea can be estimated; and (2) moving target 
detection can still be performed when background subtraction 
using a single scanner fails due to cluttered background, 
multiple moving targets, and the ego-motion of the sensor 
platform. 

Fig. 2 shows the background subtraction result from two 
scans. With the help of noise removal, two ROIs are further 
extracted (Fig. 6). The focal length of hyperspectral imager is 
automatically adjusted according to the target detection 
results generated from two line scanners. To simulate the 
hyperspectral imager, we model a frame array sensor in 
DIRSIG with a spatial resolution of 70 x 70. The spectral 
resolution is 0.01 µm and the range goes from 0.4 µm to 1.0 
µm. Different portion of bandwidth can be selected and 
determined by analyzing model spectral profile.  

Four model vehicles are used. Their endmembers that are 
extracted using SMACC under different orientations are 
stored in the library database (coalesce value = 0.1), as shown 
in Table I. 

 
 

Table I. Numbers of endmembers of four models 
 Endmembers 
Model Front Side Back Total  
Humvee 3 4 2 5 
Truck 1 2 3 2 3 
Truck 2 2 3 2 3 
Small Car 2 2 2 2 

 
 
Note that the total endmembers are not the sum of all 

endmembers from the front, the side and the back. It is the 
number of unique endmembers that are not duplicated in all 
orientations. For example, from the side, the Humvee model 
has 4 endmembers including those of the side body, front 
cover, top cover and tires; however, it does not have any 
signature information from the back, where back body and 
tires are included. Therefore, the total significant 
endmembers for the Humvee from all orientation are 5.  

After normalizing, the false-color image was generated for 
each pixel that belongs to the known object in the database. 
Fig. 7 demonstrated a simple spectral matching result of 
spectral curve of target pixels and sample pixels. For 
demonstration purpose, only two library spectral curves (Fig. 
8d) were shown here to be compared with target spectra to 
recognize the object in this case. The results of matching 
differences of the two curves were shown in Fig. 7a and 7b. 
Their statistical data with 0.0 mean are shown in Table II. 

 
 

Table II. Results of matching filtering 
 

 Curve A Curve B 
Min -1.25 -0.405 
Max 1.416 1.044 
Std 0.281 0.122 

 
To recognize the whole object, all matching results were 
combined to a single image profile and a binary decision was 
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made using a threshold found by experience (Fig. 7c). It 
shows that even though we had a large area of shadow on the 
top of the Humvee caused by trees, we were still able to 
detect large parts of the Humvee body. The resulted 
false-color spectral image was then embedded into the 
panchromatic peripheral image which was captured with HSI 
simultaneously to produce a co-registered composite image 
that indicated the next position of the moving target. Thus, 
tracking and recognizing moving object can be demonstrated 
in real time. In Fig 8 we show a single image snapshot 
captured the same time as the HSI was recorded, and the 
result was combined to produce a co-registered composite 
image. 

 

VII. CONCLUSIONS 
We mainly described our bio-inspired multimodal sensor 

design that enables efficient hyperspectral data collection for 
tracking moving targets in real-time. This design and the 
related processing steps are tested through sensor modeling 
and realistic scene simulation. By simulation, various 
components can be reconfigured or replaced for specific 
situations or tasks. The image processing algorithms are 
designed only to demonstrate the basic idea of effectively 
capturing hyperspectral data in regions of interest based on 
data exploitation. Needless to say, more sophisticated 
algorithms need to be developed for more challenging tasks. 
We only described one spectral classification method for 
recognizing the object. More precise and efficient 
hyperspectral classification routines may be applied. 

Future work includes the evaluation of a similar sensor 
design mounted on a moving platform. Geometric distortion 
will then need to be considered. More complex situations 
(both background and targets) will be simulated and tested. 
Then more complicated results need to be evaluated 
precisely. However, the theoretical underpinnings of this 
work and the simulated experiments suggest that the 
capability of our system approach is appropriate for 
intelligent adaptive multimodal sensors design.       
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Fig. 1.  The design concept of dual panoramic scanners with a hyperspectral fovea (DPSHF). The dash lines indicate the single viewpoint of both the foveal
hyperspectral imager and the two line scanners. Note that the actually configuration is not shown in diagram. It can be adjusted during simulation and will be
described in section VI. 
 

a)  
 

b)  
 

c)  
 

d)  
 

e)  
 
Fig. 2.  All 360° panoramic images (512 x 3600) shown here are integrated from line scans captured by the dual-panoramic scanners. a). An initial 
background scene is simulated in single band and is the average calculated from several scans.  b). Panoramic image from the first scanner, with the 
moving target indicated inside a red circle.  c). Panoramic image from the second scanner, again the same moving target indicated inside a red circle.  d). 
Background subtraction result for the image captured by the first scanner.  e). Background subtraction result for the image captured by the second scanner. 
(Note: in order to view the shapes of the targets clearly and make the background noise more visible an offset of 50 was added to the intensities of all pixels 
in d and e except the pure black (i.e,, zero intensity)).  
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Fig. 3. Angle estimation of a moving target based on different times. The 
platform is rotating clockwise where the target is moving in the opposite 
direction. The formula is also applied for a target moving in other 
directions. 

a)   

b)  
 
Fig. 4. a) The top straight lines show the continuum curve, C; where the 
bottom curve shows the original spectrum, S.  b). The result 
continuum-removed spectra Scr = S / C 

 
 

Fig. 5. A simulated urban scene image at latitude=43.0° and 
longitude=77.0°, captured at 1000 meters above the scene. A Humvee is 
placed in the center road moving from right to left. The bigger red circle 
shows the starting position, and the red lines show the moving trajectory. 
The sensor platform showing in blue square is placed in front of the main 
large building, and about 5 meters high from ground. The sun position at 
14:00 is 21.8° from the z-axis and 299.4° clockwise from the y-axis, where 
the y-axis points from left to right and the z-axis points out of the paper in 
the above figure.   

 
 
Fig. 6. ROIs extracted from two scans. The same small potions of the two 
previous panoramas (Fig 2d and fig 2e) are cropped and zoomed to show a 
close-up view of those ROIs where the targets are detected. Red boxes 
show the ROIs from the first scan. Blue boxes show the ROIs from the 
second scan. 

a)    b).   c).  
 

d).   e).  
 
Fig. 7. Spectral matching result of target pixels with model spectra.  a) 
Matching result of the first curve in model spectral library. The brighter a 
pixel is, the less the difference is.  b) Matching result of the second curve in 
model spectral library. The darker a pixel is, the larger the difference is.  c) 
Combination of all matching result, binary decision is made at the threshold 
0.6.  d) Two selected normalized spectral curve of a model Humvee.  e). 
ROC curve of a classification result from matching filter.   

 
Fig. 8. Spectral classified image was embedded into a panchromatic 
peripheral image snapshot (512 x 512) showing the next movement of the 
target Humvee. Pixels inside the fovea are assigned false-color red and 
black in watershed to indicate similarities to the sample spectra of the 
Humvee model and non-target background points, respectively.  
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