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Abstract 
In this paper, we propose a dynamic pushbroom 

stereo mosaic approach for representing and 
extracting 3D structures and independent moving 
targets from urban 3D scenes. Our goal is to acquire 
panoramic mosaic maps with motion tracking 
information for 3D (moving) targets using a light 
aerial vehicle equipped with a video camera flying 
over an unknown area for urban surveillance. In 
dynamic pushbroom stereo mosaics, independent 
moving targets can be easily identified in the matching 
process of stereo mosaics by detecting the “out-of-
place” regions that violate epipolar constraints and/or 
give 3D anomalies. We propose a segmentation-based 
stereo matching approach with natural matching 
primitives to estimate the 3D structure of the scene, 
particularly the ground structures (e.g., roads) on 
which humans or vehicles move, and then to identify 
moving targets and to measure their 3D structures and 
movements.  

 
1. Introduction 

Mosaics have become common for representing a 
set of images gathered by one or more (moving) 
cameras. In this paper we are particularly interested in 
parallel-perspective mosaics with pushbroom stereo 
geometry (Chai & Shum, 2000; Zhu, et al, 2001, 
2004). The “pushbroom” is borrowed from satellite 
pushbroom imaging (Gupta & Hartley, 1997) where a 
linear pushbroom camera is used. The basic idea of the 
pushbroom stereo is as follows. If we assume the 
motion of a camera is a 1D translation and the optical 
axis is perpendicular to the motion, then we can 
generate two spatio-temporal images by extracting two 
scanlines of pixels of each frame, one in the leading 
edge and the other in the trailing edge. Each mosaic 
image thus generated is similar to a parallel-
perspective image captured by a linear pushbroom 
camera (Gupta & Hartley, 1997), which has parallel 
projection in the direction of the camera’s motion and 
perspective projection in the direction perpendicular to 
that motion. In contrast to the common pushbroom 
aerial image, pushbroom stereo mosaics are obtained 
from two different oblique viewing angles of a single 
camera’s field of view.  Since a fixed angle between 

the two viewing rays is selected for generating the 
stereo mosaics, uniform depth resolution is achieved, 
which is better than with perspective stereo, or the 
recently developed multi-perspective stereo with 
circular projection (Peleg, et al, 2001; Shum & 
Szeliski, 1999). Pushbroom stereo mosaics can be used 
in applications where the motion of the camera has a 
dominant direction. Examples include satellite 
pushbroom imaging (Gupta & Hartley, 1997), airborne 
video surveillance (Zhu, et al, 2001, 2004), 3D 
reconstruction for image-based rendering (Chai & 
Shum, 2000), road scene representations (Zheng & 
Tsuji, 1992; Zhu & Hanson, 2004), under-vehicle 
inspection (Dickson, et al, 2002; Koschan, et al, 2004), 
and 3D measurements of industrial parts by an X-ray 
scanning system (Gupta, et al, 1994; Noble, et al, 
1995), and of articles in gamma-ray cargo inspection 
(Zhu, et al, 2005).  However, as far as we know, 
previous work on the aforementioned stereo panoramas 
(mosaics) only deals with static scenes. Most of the 
approaches for moving target tracking and extraction, 
on the other hand, are based on interframe motion 
analysis and expensive layer extraction (Zhou and Tao 
2003; Xiao and Shah 2004; Collins, 2003). 

In this paper we propose a dynamic pushbroom 
stereo mosaic approach for extracting independent 
moving targets while reconstructing 3D structures of 
urban scenes from aerial video. Our goal is to acquire 
geo-referenced mosaic maps with motion tracking 
information for 3D (moving) targets using a light aerial 
vehicle flying over an unknown 3D environment. We 
assume that the aerial vehicle is equipped with a video 
camera and orientation measurement instrumentation 
(e.g., GPS and INS) so that geo-locating is possible. In 
real world applications, the motion of cameras on air 
vehicles cannot usually be constrained to 1D 
translation. In addition, extracting one scanline from 
each frame of a video sequence is not sufficient to 
generate a uniformly dense mosaic due to large and 
possibly varying displacement between each pair of 
successive frames. Several approaches have been 
proposed for dealing with this real-world issue, for 
example, the universal mosaicing approach (Rousso, et 
al, 1998) and the parallel ray interpolation approach 
(Zhu, et al, 2004).  In this paper, for easy explanation, 
we assume that pushbroom stereo mosaics have been 



 

generated and that the epipolar geometry obeys that of 
the pushbroom stereo under 1D translation. We explore 
the dynamic pushbroom stereo geometry to extract 
moving targets. The generalization of the basic 
principle of pushbroom stereo to more general motion 
(Zhu, et al, 2004) and even to circular panoramic stereo 
(Peleg, et al, 2001) is straightforward given that the 
stereo mosaics can be generated and the epipolar 
geometry is known.  

Simple window-based correlation approaches do 
not work well for man-made scenes, particularly across 
depth boundaries and for textureless regions. An 
adaptive window approach (Kanade & Okutomi, 1991) 
has been proposed which selects at each pixel the 
window size that minimizes the uncertainty in disparity 
estimates in stereo matching. A nine window approach 
has also been proposed by Fusiello, et al (1997) in 
which the point in the right image with the smallest 
SSD error amongst the 9 windows and various search 
locations is chosen as the best estimate for the given 
point in the left image. Recently, color segmentation 
has been used as a global constraint for refining an 
initial depth map to get sharp depth boundaries and to 
obtain depth values for textureless areas (Tao, et al 
2001), and for accurate layer extraction (Ke & Kanade 
2002). In this paper, we provide a segmentation-based 
approach using natural matching primitives to extract 
3D and motion of the targets. The segmentation-based 
stereo matching algorithm is proposed particularly for 
the dynamic pushbroom stereo geometry to facilitate 
3D reconstruction and moving target extraction from 
3D urban scenes. However, the proposed natural 
matching primitives are applicable to more general 
scenes and other types of stereo geometry. 

The paper is organized as follows. In Section 2, we 
will give a mathematical framework of the dynamic 
pushbroom stereo, and discuss its properties for 
moving target extraction. In Section 3, multi-view 
pushbroom mosaics are proposed to estimate 3D 
structures of moving targets. In Section 4, our stereo 
matching algorithm for (3D) static and moving target 
extraction will be provided. Preliminary experimental 
results will be given in Section 5. Finally is a brief 
summary in Section 6. 

 
2. Dynamic Pushbroom Stereo Mosaics  

Dynamic pushbroom stereo mosaics are generated 
in the same way as with the static pushbroom stereo 
mosaics described above.  Fig.1 illustrates the 
geometry. A 3D point P(X,Y,Z) on a target is first seen 
through the leading edge of an image frame when the 
camera is at location L1. If the point P is static, we can 
expect to see it through the trailing edge of an image 
frame when the camera is at location L2. The distance 
between leading and trailing edges is dy (pixels), which 

denotes the constant “disparity”. However, if point P 
moves during that time, the camera needs to be at a 
different location L’2 to see this moving point through 
its trailing edge. For simplifying equations, we assume 
that the motion of the moving points between two 
observations (L1 and L’2) is a 2D motion (Sx, Sy), which 
indicates that the depth of the point does not change 
over that period of time. Therefore, the depth of the 
moving point can be calculated as 
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where F is the focal length of the camera and By is the 
distance of the two camera locations (in the y 
direction).  Mapping this relation into stereo mosaics 
following the notation in Zhu, et al (2004), we have 
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where H is the depth of plane on which we want to 
align our stereo mosaics, ( ∆x, ∆y) is visual motion in 
the stereo mosaics of the moving 3D point P, and (sx, 
sy) is the target motion represented in stereo mosaics. 
Obviously, we have sx = ∆x.  
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Fig. 1. Dynamic pushbroom stereo mosaics 
 

We have the following interesting observations 
about the dynamic pushbroom stereo geometry for 
moving target extraction. 

(1) Stereo fixation. For a static point (i.e. Sx = Sy = 
0), the visual motion of the point with a depth H is 
(0,0), indicating that the stereo mosaics thus generated 
fixate on the plane of depth H. This fixation facilitates 
the detection of moving targets on that plane. 

(2) Motion accumulation. For a moving point (Sx ≠ 
0 and/or Sy ≠ 0), the motion between two observations 
accumulates over a period of time due to the large 
distance between the leading and trailing edges. This 
will increase the discrimination of slow moving objects 
viewed from a relatively fast moving aerial camera. 



 

(3) Epipolar constraints. In the ideal case of 1D 
translation of the camera (with which we present our 
dynamic pushbroom stereo geometry), the 
correspondences of static points are along horizontal 
epipolar lines, i.e. ∆x = 0. Therefore, for a moving 
target P, the visual motion with nonzero ∆x will 
identify itself from the static background in the general 
case when the motion of the target in the x direction is 
not zero (i.e., Sx ≠ 0). In other words, the 
correspondence pair of such a point will violate the 
epipolar line constraint for static points (i.e. ∆x = 0). 

(4) 3D constraints. Even if the motion of the target 
happens to be in the direction of the camera’s motion 
(i.e. the y direction), we can still discriminate the 
moving target by examining 3D anomalies. Typically, 
a moving target (a vehicle or a human) moves on the 
flat ground surface (i.e., road) over the time period 
when it is observed through the two edges of the video 
images. We can usually assume that the moving target 
has the same depth as its surroundings given that the 
distance of the camera from the ground is much larger 
than the height of the target. A moving target in the 
direction of camera movement, when treated as a static 
target, will show 3D anomaly - either hanging up 
above the road (when it moves to the opposite 
direction, i.e., Sy < 0), or hiding below the road (when 
it moves in the same direction, i.e., Sy > 0). 

After a moving target has been identified, the 
motion parameters of the moving target can be 
estimated. We first estimate the depth of its 
surroundings and apply this depth Z to the target, then 
calculate the object motion sy using Eq. (2) and (Sx, Sy), 
using Eq. (3), given the known visual motion (∆x,∆y) 
observed in the stereo mosaics. 
 
3. Multi-View Pushbroom Mosaics 

A pair of stereo mosaics (generated from the 
leading and trailing edges) is a compact representation 
for both 3D structures and target movements. 
However, there are two remaining issues. First, stereo 
matching will be difficult due to the largely separated 
parallel views of the stereo pair. Second, for some 
unusual target movements, e.g. moving too fast, 
changing speed or direction, we may either have two 
rather different images in the two mosaics (if changing 
speed), or see the object only once (if changing 
direction), or never see the object (if it maintains the 
same speed as the camera and thus never shows up in 
the second edge window).  

Therefore we propose to generate multi-view 
mosaics (more than 2), each of them with a set of 
parallel rays whose viewing direction is between the 
leading edge to the trailing edge (Fig. 2). The multiple 
mosaic representation will ease the stereo 
correspondence problem in the same way as the multi-

baseline stereo (Okutomi & Kanade, 1993). Multiple 
mosaics also increase the possibility to detect moving 
targets with unusual movements and also to distinguish 
the movements of the specified targets (e.g., ground 
vehicles) from those of trees or flags in wind. 
Furthermore, multiple mosaics can be used for 3D 
estimation of moving targets where the heights of the 
targets cannot be neglected. This will be detailed 
below. 
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Fig. 2. Multi-view pushbroom mosaics 
 

In order to estimate the height of a moving target 
from the ground, we will need to see both the bottom 
and the top of an object. A pair of pushbroom mosaics 
with one forward-looking view and the other 
backward-looking view exhibits obvious different 
occlusions; in particular, the bottom of a target (e.g., a 
vehicle in Fig. 3(a)) can only seen in one of the two 
views. However, any two of the multi-view pushbroom 
mosaics, both with forward-looking (or backward-
looking) parallel rays, will have almost the same 
occlusion relation to satisfy the condition for height 
estimation.  

   (a)     
 

   (b)  
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Fig. 3. Height from dynamic pushbroom stereo 
(a) infeasible pair; (b) feasible pair 
 
Fig. 3(b) illustrates the case of a pair of backward-
looking pushbroom stereo mosaics. Point A and B are 



 

two points on a target (vehicle), one on the top and the 
other on the bottom. Both of them are first seen in the 
mosaic with parallel rays of a smaller slanting angle, 
and then seen in the mosaic with parallel rays of a 
larger slanting angle. The distance between the two 
different rays within an image frame is still defined as 
dy. The visual motion in the y direction is ∆yh and ∆y0, 
respectively, and can be measured in the stereo pair.  
Between the two parallel views, let us assume the 
motion of the target is Sy in 3D space and sy in the 
mosaiced images. Then the depths of the points on the 
top and on the bottom are 
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respectively. Depth Z0 of the bottom point could be 
obtained from the surroundings (ground) of the target. 
Then, the object motion sy (and therefore Sy) can be 
calculated using Eq. (5). Finally, the depth of the point 
on the top, Zh, can be estimated using Eq. (4), given the 
known visual motion of that point, ∆yh, and its 
independent motion component sy obtained from the 
bottom point B. 

Multiple pushbroom mosaics can also be used for 
image-based rendering with stereo viewing in which 
the translation across the area is simply a shift of a pair 
of mosaics, and the change of viewing directions is 
simply a switch between two consecutive pairs of 
mosaics. A video clip of a mosaic-based virtual fly-
through is show at our web site (Zhu 2002), where 
“motion parallax” of the 3D buildings and moving 
vehicles are amplified. In the video clip, a pair red/blue 
glasses will help the viewer to perceive better 3D, but 
due to the virtual fly-through with motion parallax, the 
3D effects are also obvious without using glasses. In 
the next section, we will discuss a new method to 
extract both of the 3D buildings and moving targets 
from these stereo mosaics. 
 
4. Natural Primitive Stereo Matching 

Dynamic pushbroom stereo mosaics provide several 
advantages for 3D reconstruction and moving target 
extraction. The stereo mosaics are aligned on a 
dominant plane (e.g., the ground). All the static objects 
obey the epipolar geometry, i.e. along the epipolar 
lines of pushbroom stereo. An independent moving 
object, on the other hand, either violates the epipolar 
geometry if the motion is not in the direction of sensor 
motion or at least exhibits 3D anomaly - hanging 
above the road or hiding below the road even if motion 
happens to be in the same direction of the sensor 

motion. With all these geometric constraints in mind, 
we propose a segmentation-based approach to integrate 
the estimation of 3D structure of an urban scene and 
the extraction of independent moving objects from a 
pair of dynamic pushbroom stereo mosaics.  The 
approach starts with one of the mosaics, for example, 
the left mosaic, by segmenting it into homogeneous 
color regions that are treated as planar patches. We 
apply the mean-shift-based approach proposed by 
Comanicu & Meer (2002) for color segmentation. 
Then the stereo matching is performed based on these 
patches, between two original color mosaics. The basic 
idea is to only match those pixels that belong to each 
region (patch) between two images in order to both 
produce sharp depth boundaries for man-made targets 
and to facilitate the searching and discrimination of the 
moving targets (each covered by one or more 
homogeneous color patches). The proposed algorithm 
has the following five steps. 
____________________________________________ 

Step 1. Matching primitive selection. After segmenting 
the left image using the mean-shift method, homogenous 
color patches and then the natural matching primitives are 
extracted.  

Step 2. Epipolar test. Using pushbroom epipolar 
geometry in stereo matching, static objects will find correct 
matches but moving objects will be outliers without correct 
“matches”. 

Step 3. 3D anomaly test. After ground surface fitting (and 
road detection), moving objects in the same motion direction 
will exhibit wrong 3D characteristics (hanging above roads 
or hiding below roads).  

Step 4. Motion extraction. Search matches for outliers 
(which could be moving objects) with a 2D and larger search 
range, or along the road directions (if available). 

Step 5. 3D estimation. Using the dynamic pushbroom 
stereo proposed in Section 3, the 3D structures and motion of 
moving objects could be derived. 

 
In the following two subsections, we will detail two 

important issues in the segmentation-based stereo 
matching approach: natural matching primitive 
selection and an integrated analysis of 3D structure and 
motion for both static and moving targets. 
 
4.1.  Natural matching primitives  

In this paper, we will use color segmentation to 
obtain natural matching primitives for both 3D 
reconstruction and moving target extraction. The 
selection and matching of the natural matching 
primitives includes the following five sub-steps.  

(1) Segmentation and Interest point extraction. The 
left mosaic is segmented into homogeneous color 
regions using the mean-shift approach (Comanicu & 
Meer 2002). We assume that each homogeneous color 
region (patch) is planar in 3D. However, each planar 
surface in 3D may be divided into several color 



 

patches. Then the boundary of each region is traced as 
a close curve. All the neighborhood regions are also 
connected with the region in processing for further use. 
Finally we use a line fitting approach to extract interest 
points along the region’s boundary. The boundary is 
first fitted with connected straight-line segments using 
an iterative curve splitting approach. The connecting 
points between line segments are defined as interest 
points.  

(2) Natural window definition. Each interest point 
P(x,y) of a region R in consideration will be used as 
the center of an m×m rectangular window in the left 
mosaic. Only those points that are within the window, 
inside the regions, or on the boundary will be used for 
matching (Fig.  4) in order to keep sharp depth 
boundaries. The window is defined as a natural 
matching window and the set of pixels involved in 
matching is called a natural matching primitive. To 
facilitate the computation of correlation for stereo 
matching, we define a region mask M of size m×m 
centered at that interest point such that 
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We changed the size m of the natural window 
depending on the sizes of the regions. In our 
experiments, we use m = 23 for large regions (with 
diameter >=23)  and m = 15 for small regions. We also 
want to include a few more pixels (1-2) around the 
region boundary (but not belonging to the region) so 
that we have sufficient image features to match. 
Therefore, a dilation operation will be applied to the 
mask M to generate a region mask covering pixels 
across the depth boundary. Fig. 4 shows four such 
windows for the four interest points for the top region 
of the box. Note the yellow-shaded portions within 
each rectangular window, indicating that the pixels for 
stereo matching cover the depth boundaries. 
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Fig. 4. Natural matching primitive 
 

(3) Natural window-based correlation. Let the left 
mosaic and right mosaics be denoted as I1 and I2, 
respectively. The weighted cross-correlation, based on 
the natural window centered at the point P(x,y) in the 
left mosaic, is defined as  
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Note that we still carry out correlation between two 
color images but only on those interest points on each 
region boundary, and only with those pixels within the 
region and on the boundaries. This equation works 
both for static objects when the searching of 
correspondences is along epipolar lines of the 
pushbroom stereo and also for moving targets when the 
searching should be in 2D and with a larger search 
range. In the real implementation, we first perform 
matches with epipolar constraints of the pushbroom 
stereo, and those without good matches with be treated 
as “outliers” for further examination to see whether or 
not they are moving objects. Fig. 5 shows a real 
example of natural-window-based stereo matching 
result for a static object (top of a building). The 19 
selected interest points and their correspondences are 
marked on the boundaries in the left and right images, 
respectively. One mismatch and a small error in match 
are also indicated on images. 
     mis-match

error in match 
a b

 
 
Fig. 5. An example of region matching results. 
The matches are marked as “X”, with 
corresponding colors. 
     mis-match fixed 

error in match refined 
a b

 
Fig. 6. An example of surface fitting results 
 
4. 2.  Surface fitting and motion estimation 

Assuming that each homogeneous color region is 
planar in 3D, we fit a 3D plane for each region after we 
obtain the 3D coordinates of the interest points of the 
region using the pushbroom stereo geometry (assuming 
that it is static, i.e., sy = 0 in Eq. (2)).  Seed points (≥3) 
are selected for plane fitting based on their correlation 
values. Then, the 3D coordinates of all the interest 
points are refined by constraining them on the fitted 



 

plane. Then, using the 3D plane information the region 
in the left mosaic can be warped to the right image to 
evaluate the matching and the fitting. Fig. 6 shows the 
results of fitting and back-projection of the fitted 
region onto the right image. The 15 seed interest points 
(out of 19) used for planar fitting are indicated on the 
left image as squares. Both the mismatch and the small 
error in the initial match are fixed. 

Note that an iterative approach could be applied 
here to refine the matches after the initial surface 
fitting by using the evaluation of the warping from the 
left to the right mosaics and also by using the occlusion 
constraints from neighborhood regions, which have 
been obtained in region tracing step in Section 4.1. For 
example, the selection of the seed points for surface 
fitting can be refined by removing those points that 
could be on occluding boundaries after we check the 
initial 3D surface relations and adding some other 
points that have reliable matches after image warping 
evaluation. This is still our ongoing work. 

Neighborhood regions can also be merged into a 
single plane if they share the same planar equation, 
with some error tolerant range. After region refinement 
and merging, large and (near) horizontal ground 
regions can be easily identified.  It is also possible to 
analyze the shape of the ground regions to estimate 
road directions in which vehicles move. For those 
smaller neighborhood regions that happen to move in 
the same direction as the camera, will have large depth 
differences from the surrounding ground regions when 
treated as static objects. This 3D anomaly can be used 
to identify those regions as moving objects. By 
assuming that their depths are the same as the 
surroundings, their motion parameters can be estimated 
using Eq. (2). For those “outliers” that do not find 
matches in the first pass (along epipolar lines), 
searching for matches can be performed along possible 
road directions (if obtained from the surrounding 
ground regions), or simply performed in a much larger 
2D searching range. 

 
5. Experimental Results 

We have performed preliminary experiments for 
stereo matching and moving object extraction on 
pushbroom stereo mosaics from real video sequences. 
Fig. 7(a) shows a pair of stereo mosaics from a video 
sequence that was taken when the airplane was about 
300 meters above the ground. The “constant disparity” 
for this pair of pushbroom mosaic is 72 (i.e. dy = 72 in 
Eq. (2)). Figs. 7(b) –(i) show the results of a small 
window of the 8Kx1K stereo mosaics. In Figs. 7(b) 
and (c), the dynamic pushbroom stereo pair has both 
stationary buildings and ground vehicles moving in 
different directions. Figs. 7(d) and (e) show the 
segmentation result of the left image in Fig. 7(b), 

where the color label image is shown in Fig. 7(d) and 
the region boundaries are shown in Fig. 7(e). Note that 
a planar 3D region may be segmented into several 
color patches. Figs. 7(f) and (g) show the matching 
results for some typical regions: ground planes in Fig. 
7(f), buildings and moving vehicles in Fig. 7(g). The 
region boundaries in the left image and the 
corresponding matches in the right image are drawn in 
blue and red, respectively, both on the left image. As is 
obvious in Fig. 7(a), the stereo mosaics do not exhibit 
the epipolar geometry of exact horizontal epipolar 
lines. However, the correspondence points of static 
objects are within a very small range of variations in 
the vertical coordinates between the two mosaics. 
Therefore, the automatic searching for 
correspondences of static objects is along the actual 
epipolar curves determined by stereo mosaicing (Zhu, 
et al, 2001, 2004). The correspondences of the moving 
vehicles are searched along several predefined road 
directions (as marked in Fig. 7(g)), with a search range 
of ±20 pixels in the direction of road and ±6 pixels 
perpendicular to the road direction. Those road 
directions could be obtained by analyzing the ground 
plane regions as shown in Fig. 7(f), which is our 
ongoing work. From the region matching results it is 
clear that the ground plane regions are almost aligned 
(in Fig. 7(f)) and the points on the tops of the buildings 
move along their epipolar curves, almost in the 
horizontal direction in Fig. 7(g). The moving vehicles, 
on the other hand, exhibit much larger motion 
magnitudes and obvious different motion directions. 
Fig. 7(h) shows the depth map of the static regions. 
Note that many regions, particularly those on top of 
each building are correctly merged, and the depth 
boundaries are clearly sharp and accurate. Fig. 7(i) 
shows the matched moving targets marked on the left 
mosaiced image, in blue and red respectively. 

 
6. Conclusions and Discussions 

In this paper we present a new approach to extract 
both 3D structure and independent moving targets from 
long video sequences.  The principles of dynamic 
pushbroom stereo mosaics are presented, which shows 
that the new geometry has advantages, in both moving 
object extraction and of 3D estimation, in terms of 
panoramic field of view, adaptive baseline system, 
independent motion accumulation, and parallel-
perspective epipolar and 3D constraints for 
discriminating moving targets. The idea of a multi-
view pushbroom mosaic is proposed to show the 
potential to estimate 3D structures of moving targets 
and to analyze different motion patterns. The multi-
view pushbroom mosaics also provide an effective way 
for image-based rendering without any 3D 
reconstruction.  
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Fig. 7.  Structure and motion from dynamic pushbroom stereo mosaics. (a) Stereo mosaics; (b)- (i) 
results for a portion of the stereo mosaics: (b) and (c) are the left and right mosaics; (d) and (e) 
are left color labels and boundaries;  (f) and (g) are matches of ground regions and non-ground 
regions marked on the left mosaic, with blue and red respectively; (h) depth map of the static 
regions; (I) moving targets marked on the left mosaic (motion: blue to red). Not all the matches are 
shown for easy visualization. 



 

Based on the properties of the dynamic pushbroom 
stereo mosaics, we propose a new segmentation-based 
stereo matching approach for both 3D reconstruction 
and moving target extraction from a pair of dynamic 
pushbroom stereo mosaics. A simple yet effective 
natural matching primitive selection method is 
provided. This method is effective for stereo matching 
of man-made scenes, particularly when both 3D 
facilities and moving targets need to be extracted. We 
discussed the natural-primitive-based matching 
approach in the scenario of parallel-perspective 
pushbroom stereo geometry, but apparently the method 
is also applicable to other types of stereo geometry 
such as perspective stereo, full parallel stereo, and 
circular projection panoramic stereo. 

The preliminary experimental results are very 
promising. Ongoing and future work includes: (1) 
extension of the framework to other panoramic stereo 
geometry (Peleg, et al 2001; Zhu et al 2004; Chai & 
Shum, 2000); (2) ground surface analysis and road 
direction estimation; (3) fully automated algorithms for 
3D reconstruction and moving target extraction from 
multi-view pushbroom mosaics; and (4) dynamic 
stereo mosaic generation under more general motion. 
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