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Polygon overlay operations are important components in vector GIS. Unfortunately, the current implementation of CudaGIS does not include a fully-fledged module to support such operations due to their complexities. However, by leveraging the point-in-polygon test operation that is currently supported by CudaGIS, we have successfully implemented and tested the intersection operation although the design and the implementation still need to be enhanced to handle more special cases. Nevertheless, we would like to share some design and implementation details and encourage interested readers to join our development efforts.

The design is based on the popular polygon clipping algorithm by Greiner and Hormann [1] where three phases are required: testing intersection, determining entry/exit status and tracing output polygons. The algorithm was originally designed for serial implementation where pointer-based linked lists were used extensively for random data accesses which are not suitable for GPUs. As the first two phases are computationally intensive and dominate the whole process, we have decided to implement the first two phases on GPUs. The third phase is left for CPU implementation as it is sequential in nature. Fig. 1 illustrates the design using the same example as in [1] where S\textsubscript{1} to S\textsubscript{5} represent the vertices of the subject polygon, C\textsubscript{1} to C\textsubscript{4} represent the clipping polygon and I\textsubscript{1} to I\textsubscript{4} represent the intersection points.

Fig. 1 Illustration of GPU-based Polygon Overlay Design in CudaGIS

For the GPU implementation of Phase 1, in a way similar to computing the intersection points between a polygon and scan lines [2], we assign a pair of subject and clipping polygon to a computing block. Each edge of a subject polygon is assigned to a thread and it will loop through the clipping polygon to compute the intersection points. The intersection points will be appended to both the vertex array of the subject polygon and the vertex array of the object polygon. These two arrays will be sorted based on a

\begin{align*}
\text{Intersection results} \\
P_1: \{1, 2, 12, 11\} \\
P_2: \{3, 4, 14, 13\}
\end{align*}
value which is the position index for a polygon vertex. For intersection point, \( v \) is calculated proportionally. If \( ip \) is the an intersection point between the two polygon vertices \( p_i \) and \( p_{i+1} \), then \( v \) is calculated as \( i + \text{distance}(p_i, p) / \text{distance}(p, p_{i+1}) \). The sorting process can also be done in parallel on GPUs efficiently, especially within a computing block and shared memory is utilized.

Phase 2 marks each intersection point in the two arrays as either entry (1) or exit (0). We break down the phase into two steps so that each step can be realized in parallel. The first step is to determine whether the first vertex is inside or outside the subject/clipping polygon using a well known ray-casting algorithm [3] that can be easily parallelized on GPUs. The second step is to determine the entry/exit status for intersection points based on the inside/outside flag of the first polygon vertex by toggling the status of a previous intersection point. While this step seems to be serial in nature, by performing a prefix sum on the intersection points, the status can be easily computed based on the prefix sum value for all intersection points in parallel.

While the design has been implemented internally, the implementation has not been included in our CudaGIS [5] for two reasons. First, the current design and implementation have not considered special cases although they do not happen frequently in real world applications. Second, the design and implementation need to be extended to support other types of polygon overlay operations other than intersection. We note that CudaGIS is not designed to overlay two polygons. Instead, it is designed to overlay two large-scale polygon datasets. Quite a few excellent CPU based computational geometry packages (e.g., [5]) are available to compute the overlays of polygons. The CPU implementations probably are fast enough to overlay two reasonably large polygons in real world applications. Some indexing and preprocessing mechanisms are also available to speed up overlays of large polygons on CPUs. From a data management perspective, overlaying two large-scale polygon datasets can be considered as a special type of spatial join in a way similar to nearest neighbor based or point-in-polygon test based spatial joins. Instead of returning pairs of identifiers, polygon overlay returns a set of newly computed polygons. Since the last step of overlaying two polygons already is done on CPUs, the variable length of output polygons should not be a problem. However, the newly generated polygons should be arranged using the simple array data structures discussed in [4] so that they can be streamed to GPU memory for next rounds of computations.
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