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METHOD FOR SEPARATING DIRECT AND 
GLOBAL ILLUMINATION IN A SCENE 

This application claims priority under 35 U.S.C. 
119(e) from Provisional Application U.S. Ser. No. 
60/760,059, ?led Jan. 18, 2006, Which application 

is incorporated herein by reference. 

STATEMENT OF GOVERNMENT INTERST 

[0001] This invention Was made in part With support from 
the US. Government O?ice of Naval Research under grant 
No. N000140510188. 

FIELD OF INVENTION 

[0002] This invention relates generally to illuminating a 
scene, and more particularly to separating effects due to 
direct and global illumination components in the scene. 

BACKGROUND OF THE INVENTION 

[0003] It is desired for provide a method for separating 
effects due to direct and global components of illumination 
in a scene, because each individual component conveys 
information about the scene that cannot be inferred from 
their combination. 

[0004] For example, the direct illumination component 
gives a best indication of material properties in the scene. 
Therefore, the direct illumination component can be used to 
enhance a Wide range of computer vision and computer 
graphics applications. 
[0005] The global illumination component conveys com 
plex optical interactions in the scene. It is the global illu 
mination component that makes photorealistic rendering 
di?icult. The global component could provide neW insights 
into these optical interactions. That in turn could aid the 
development of more e?icient rendering procedures. 

[0006] Furthermore, separating the direct and global com 
ponents can enable neW types of image manipulations that 
are more faithful to the physical laWs that govern light 
scattering. 
[0007] One Way to determine the effect of the global 
component is to illuminate each point in the scene indepen 
dently While acquiring an image to determine the illumina 
tion contribution of the point to all other points. That method 
is valid from a theoretical standpoint. HoWever, in a prac 
tical application, that method is prohibitively complex for 
complex scenes With a very large number of points. 

[0008] The problem of separating the direct global illu 
mination components in a scene has been addressed to a 
limited extent in the prior art. Conventional shape-from 
intensity methods, such as photometric stereo do not account 
for global illumination due to inter-re?ections, and hence, 
produce incorrect shape and re?ectance estimates for scenes 
With concavities. 

[0009] For Lambertian surfaces, the properties of the 
incorrect shape and re?ectance produced by photometric 
stereo can be analyZed to recover the correct shape and 
re?ectance, Nayer et al., “Shape from interre?ections,” IJCV 
6, 3, pp. 173-195, 1991. That recovery process implicitly 
separates the direct and global components of the scene. 
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HoWever, it is di?icult to extend that method to non 
Lambertian scenes With complex geometries. 

[0010] In the case of the pure inter-re?ections produced by 
an opaque surface, the direct and global components can be 
interpreted in a simple manner. The direct component is due 
to a single re?ection at the surface, While the global com 
ponent is due to multiple re?ections. 

[0011] A theoretical decomposition based on this interpre 
tation estimates the inter-re?ection contribution due to any 
given number of re?ections, SeitZ et al., “A theory of inverse 
light transport,” Proc. of ICCV, II: pp. 1140-1147, 2005. 
While the decomposition is applicable to surfaces With an 
arbitrary bidirectional re?ectance distribution function 
(BRDF), that method for estimating the decomposition is 
also based on the Lambertian assumption. Moreover, that 
method requires a very large number of images because the 
method needs to determine the photometric coupling 
betWeen all pairs of points in the scene. 

[0012] In order to separate the illumination components of 
arbitrary scenes, it is necessary to consider more than just 
inter-re?ections, and to be able to handle more complex 
phenomena, Where the global radiance can be due in part to 
subsurface scattering in translucent objects, and volumetric 
scattering by participating media. 

[0013] A general approach to the problem estimates the 
dependence of the light ?eld in the scene on an arbitrary 
illumination ?eld. That dependence can be expressed as a 
linear transformation, called a transport matrix, betWeen the 
4D incident light ?eld (illumination) and the exitant light 
?eld (radiance). 

[0014] Due to its enormous dimensionality, estimation of 
the transport matrix requires an extremely large number of 
images and illuminations, see Levoy et al., “Light ?eld 
rendering,” Proc. of SIGGRAPH, ACM Press, pp., 31-42, 
1996, and Gortler et al., “The lumigraph,” Proc. of SIG 
GRAPH, ACM Press, 43-54, 1996. For example, the image 
acquisition phase takes many hours, and the preprocessing 
of the images can take a similar amount of time or longer. 

[0015] Several techniques are knoWn for someWhat reduc 
ing the number of required images, by using coded illumi 
nation ?elds, Zongker et al., “Environment matting and 
compositing,” Proc. of SIGGRAPH, ACM Press, pp. 205 
214, 1999, Debevec et al., “Aquiring the re?ectance ?eld of 
a human face,” Proc. of SIGGRAPH, ACM Press, pp. 
145-156, 2000, Chuang et al., “Environment matting exten 
sions: ToWards a higher accuracy and real-time capture,” 
Proc. of SIGGRAPH, ACM Press, pp. 121-130, 2000, Lin et 
al., “Relighting With the re?ected irradiance ?eld: Repre 
sentation, sampling and reconstruction,” IJV C 49, 2-3 (Sep 
tember), pp. 229-246, 2002, Peers et al., “Wavelet environ 
ment matting,” Eurographics Symposium on Rendering, 
ACM Press, pp. 157-166, 2003, Zhu et al., “Frequency 
based environment matting,” Paci?c Conf. on Comp. Graph. 
and Apps., pp. 402-410, 2004, Shim et al., “A statistical 
framework for image-based relighting,” Proc. of ICASSP, 
2005, and Sen et al., “Dual photography,” ACM Trans. on 
Graph. 24, 3, pp. 745-755, 2005. HoWever, those methods 
can still require up to hundreds of images. It is desired to 
separate the effect of direct and global illumination compo 
nents Without having to estimate the entire transport matrix. 
It is also desired to perform the separation using a very small 
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number of acquired images, for example, a single image. 
Summary of the Invention The embodiments of the inven 
tion provide a method for separating the effect of direct and 
global illumination components in a scene from a set of 
images acquired of the scene illuminated by a source of 
electromagnetic radiation, e.g., light, infra-red, utlra-violet, 
etc. As used herein, illuminated generally means being 
exposed to the radiation. A method and apparatus determine 
an effect of direct and global illumination in a acene. A scene 
is illuminated With spatially varying illumination. The vari 
ance can be in intensity, phase or color. A set of images is 
acquired of the scene, and a direct and global radiance in the 
set of images is determined. The direct radiance at a point in 
the scene is due to direct illumination, and the global 
radiance is due to the illumination of the point by other 
points in the scene. The images can be acquired by an array 
of sensors arranged in a tWo-dimensional plane. The illu 
mination can be varied spatially by a physical mask betWeen 
a source of the illumination and the scene, e.g., in the form 
of a checkerboard pattern. A set of direct images and a set 
of global images can be generated from the direct and global 
radiance. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0016] FIG. 1A is a block diagram ofa system and method 
for separating the effect of direct and global illumination 
components according to an embodiment of the invention; 

[0017] FIGS. 1B and 1C are spatially varying masks 
according to embodiments of the invention; 

[0018] FIGS. 2A and 2B are block diagrams ofhigh spatial 
frequency illumination in a scene according to an embodi 
ment of the invention; 

[0019] FIG. 3A is a block diagram of steps ofa method for 
separating the effect of direct and global illumination 
according to an embodiment of the invention; 

[0020] FIGS. 3B-3E are novel images produced according 
to the embodiments of the invention; 

[0021] FIGS. 4A-4C are images of occluders according to 
an embodiment of the invention; and 

[0022] FIG. 5 is a block diagram ofa camera for separat 
ing illumination according to an embodiment of the inven 
tion. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

[0023] The embodiments of our invention provide a 
method for separating the effect of direct and global illumi 
nation components in a scene from a set of images acquired 
of the scene illuminated by a source of electromagnetic 
radiation. As used herein, the ‘illuminating’ radiation can be 
at any Wavelength in the electromagnetic spectrum, e.g., 
ultraviolet, visible light, infrared, radio, and the like. 

[0024] The separate components can then be used to 
generate novel photorealistic images of the scene. As used 
herein, the meaning of the “set” is conventional, i.e., the set 
can include one or more images. 

[0025] Scene 

[0026] When the scene is illuminated by a source, a 
measurable radiance at each point in the scene is effectively 
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due to direct and global illumination components. The direct 
radiance component is due to the direct illumination of the 
point by the source. The global radiance component is due 
to the illumination of the point by other points in the scene. 

[0027] FIG. 1A shoWs a scene including a source 110 of 
direct illumination 111, a camera 120, a translucent surface 
130, an opaque surface 140, and a participating medium 150. 
The camera 120 acquires a set of images 121 of the scene. 
The set of images 121 can be analyZed by a processor 140 
executing a method according to the invention to determine 
the direct radiance component 141 and the global radiance 
component 142. 

[0028] The camera includes an array of sensors arranged 
at an image plane. Each sensor can be considered a camera 
pixel, related to a corresponding image pixel. The sensors 
measure radiance at points in the scene. The radiance is due 
to the effect of incident illumination. The only requirement 
is that the sensors used to acquire images are compatible 
With the incident illumination. It should be noted that the 
sensors can be arranged in a 2D plane as in the camera, or 
in 3D as used for volumetric images, or as a sparse arrange 
ment lD sensors. 

[0029] The source 110 can be a digital projector, e.g., a 
high intensity CRT, a LCD that uses LCD light gates, or a 
DLP projector that uses a DMD. In these cases, each ray 
corresponds to a single source illumination element, i.e., a 
projector pixel. Alternatively, the source can include infrared 
emitters, or emitters of electromagnetic radiation at other 
Wavelengths. 

[0030] Aphysical attenuating mask can be placed betWeen 
the source and the sensors to spatially vary the illumination 
by moving the mask. For example, the mask can be in the 
form of a grating or a checkerboard pattern, as shoWn in 
FIGS. 1B and 1C. 

[0031] A point P on the surface 140 receives direct illu 
mination from the source 110 via a ray A. The rays B, C, D 
and E are received by the point P from other points in the 
scene. Together these rays contribute to the global compo 
nent. The global illumination rays are caused by different 
physical phenomena that are common in the real World. 

[0032] Ray B represents the inter-re?ection of illumina 
tion betWeen scene points. Ray C results from subsurface 
scattering Within the medium beneath the surface. Ray D is 
due to volumetric scattering by the participating medium, 
e.g., fog, in the scene. Ray E is due to diffusion of illumi 
nation by the translucent surface. 

[0033] Direct and Global Illumination 

[0034] FIGS. 2A and 2B shoWs a scene including a source 
210, a sensor (camera) 220 and an opaque surface 230. 

[0035] Direct Illumination 

[0036] The illumination source 210 generates a set of 
illumination rays 240. In response to the effect of the 
illumination, each point i 201 on the surface 230 can cause 
a signi?cant scattering event in the direction of the camera 
220 When illuminated by the source 210. The radiance of the 
surface point measured by the camera due to this scattering 
is Ld. The exact value of this radiance can be determined by 
the geometry and the BRDF at the surface point i. 
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[0037] In the practice, cameras and illumination sources 
have ?nite spatial resolutions. The direct component is an 
aggregate of all the scattering that occurs Within the volume 
of intersection, betWeen the ?elds of vieW of the camera 
pixel that measures the surface point, and the source element 
that illuminates the point, Which can be arbitrary. 

[0038] We assume generally that each camera pixel can 
measure, at most, one signi?cant scattering event, i.e., tWo 
different source elements cannot produce a direct illumina 
tion component along a line of sight of the camera pixel. 

[0039] Global illumination 

[0040] The remaining radiance measured by the camera 
pixel is Lg. In computer graphics, this term is typically used 
to denote inter-re?ections. That is, illumination received by 
a surface point after re?ection by other scene points. 

[0041] We use a more general de?nition. In addition to 
inter-re?ections, the global illumination received by the 
surface point can be due to volumetric scattering, subsurface 
scattering, or even light diffusion by translucent surfaces, as 
shoWn in FIG. 1A. 

[0042] The case of diffusion by a translucent surface 
Works similarly to inter-re?ections. In the case of volumetric 
scattering, the global component arises from the illumina 
tion of the surface point by illumination rays scattered from 
particles suspended in a participating medium, e.g., fog. In 
the case of subsurface scattering, the surface point receives 
illumination from other points Within the surface medium. 

[0043] The global component also includes volumetric 
and subsurface effects that can occur Within the ?eld of vieW 
of the camera pixel, but outside the volume of intersection 
betWeen the ?elds of vieW of the camera pixel and the source 
element that produces a signi?cant scattering event at the 
pixel. These are considered to be global effects as they are 
not signi?cant scattering events caused by individual source 
elements. 

[0044] Radiance Due to Effect of Illumination 

[0045] In all cases, the total radiance L measured at the 
camera pixel is: 

L=Ld+Lg. (1) 

[0046] 
[0047] As described above for one embodiment of the 
invention, We use a single camera and a single source. 
Although We prefer to use a point source to describe our 
separation method, this is not a strict requirement. We only 
require that each point in the scene is illuminated directly by 
at most one source element. In other Words, the rays corre 
sponding to the source elements should not intersect Within 
the Working volume used to perform the separation. Any 
source that satis?es this condition can be used to Work the 
invention. 

Illumination Source 

[0048] Varying Illumination Pattern 

[0049] As used herein, We use illumination patterns that 
vary spatially. Preferably, the spatial variation has high 
frequency. For example, the checkerboard pattern of FIG. 
1C Where the “black” and “White” squares are about ten 
pixels or less on a side. The pattern can also vary over time, 
in intensity, and by phase. That is, some parts of the scene 
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are illuminated While other parts are not at different times, 
or the other parts are illuminated With different intensities. 

[0050] The opaque surface 230 has an arbitrary BRDF 
immersed in a non-scattering medium (air) so that the global 
component arises solely from inter-re?ections. In this case, 
our analysis is applicable to the other phenomena such as 
subsurface scattering, and volumetric scattering. 

[0051] The surface 230 is partitioned into N patches P. In 
essence, a ‘patch’ is a local group of points that can be 
measured by a single camera pixel. The source 110 illumi 
nates directly M patches. Each of these M patches corre 
sponds to a single camera pixel. We denote the radiance of 
the patch i measured by the camera pixel c as L[c,i]. The 
radiance has a direct radiance components Ld[c,i] and global 
radiance component Lg[c,i], such that 

The global radiance component at patch i, due to inter 
re?ections from all other surface patches can be Written as: 

jeP 

Where, P:{j=l §j§N,j#i}. The radiance L[i,j] is the radi 
ance of patch j in the direction of patch i. The term A[i,j] 
incorporates the re?ectance (BRGF) of i, as Well as the 
relative geometric con?guration of tWo patches i and j. 

[0052] We can further decompose the global radiance 
component Lg[c,i] into tWo parts as 

Where a ?rst part Lgd[c,i] is due to the direct component of 
the radiance from all scene patches 

Lgdtc. i1 = 2 AU. mm. 1']. (3A) 
jeP 

and a second part Lgg[c,i] is due to the global component of 
radiance from all scene patches: 

[0053] As shoWn in FIG. 2B, We assume that only a 
fraction 0t of the source elements illuminate, and that these 
illuminating elements are spatially distributed over the entire 
scene to produce the illumination pattern 211. The set of 
illuminated patches can be denoted as 

Where the function lit indicates Whether a particular patch is 
illuminated or not. Then, the tWo parts of the global radiance 
component Lg+become: 
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Lgd + [0. n = 2 AU. mm. A. (4A) 
jeQ 

and 

Lu + [0, i] = Z AIL jlLg + [is 1'] (4B) 
jeP 

Where the subscript “+” indicates a “lit” patch. 

[0054] Note that Lgd[c,i] differs from Lgd[c,i], in that it is 
due only to the fraction of lit patches, rather than all the M 
patches that have a direct component, and hence, make a 
contribution. Therefore, if the geometry and re?ectance term 
A[i,j ], and the direct radiance component Ld[i,j] are smooth, 
With respect to the illumination pattern, We have: 

[0055] A frequency domain analysis that makes the above 
relation valid is given beloW. 

[0056] NoW, let us consider the second part of the global 
' +[c,i]. Because L +[id'] in Equations (4A) and (4B) is the 

radiance, Lgg g ' ~ ' 

result of higher orders of inter-re?ection than Lgd[c,l], It 15 even 

smoother, and hence less affected by the non-uniformity of 
the illumination. 

[0057] HoWever, the second part is directly proportional to 
an average poWer of the illumination, Which is reduced in 
the case of the spatially varying illumination pattern. There 
fore, 

LgTiJl=aLgliJl 
and We obtain: 

LggTQil=aLgglcJl (6) 

[0058] Minimum Spatial Frequency of Illumination 

[0059] For any realistic scene, it is dif?cult to derive a 
closed-form expression for the minimum spatial frequency 
of the illumination needed to perform the separation. This is 
because the terms A[i,j] and Ld[i,j] in Equation (3) are 
complicated functions of the surface BRDF and geometry. 
HoWever, some insights can be gained by vieWing these 
terms as continuous functions and analyZing the terms in 
frequency domain. Without loss of generality, We assume the 
scene is ID. Let x and y be the continuous versions, de?ned 
on the scene surface, of the discrete parameters i and j, 
respectively. Because We are considering a single surface 
point x, We can drop this parameter. Then, from Equations 
(3A) and (3B), We have: 

[0060] Let A(y) and Ld(y) have maximum frequencies of 
00A and 00L, respectively. Because the product A(y)Ld(y) in 
the spatial domain corresponds to a convolution in the 
frequency domain, the product has a maximum frequency of 
uuA+uuL. 

[0061] If our goal Were to completely reconstruct the 
function A(y)Ld(y), then We need to sample With a minimum 
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(Nyquist) frequency of 2(uuA+u)L). HoWever, We are inter 
ested in Lgd, Which is an integral over A(y)Ld(y), and hence 
equals its Zero-frequency (DC) component. 

[0062] To ensure this DC component is not aliased, the 
signal is sampled With at least half the Nyquist frequency. 
Therefore, We need to sample A(y) and Ld(y) With a mini 
mum illumination frequency of (uuA+u)L) to obtain an accu 
rate estimate of the radiance Lgd. 

[0063] Global illumination guarantees that the second part 
Lgg in Equation (3B) is smoother than the ?rst part LG1g in 
Equation (3A). Therefore, the above illumination frequency 
is adequate to obtain an accurate estimate of the radiance 
L 

[0064] Radiance Separation Method 

[0065] We acquire a set of images of the scene, e.g., tWo 
images. While acquiring the ?rst image L", the scene is 
illuminate by a fraction 0t of the source elements, and While 
acquiring the second image L', the scene is illuminated by 
a complementary fraction l-ot of the source elements. 

[0066] If the patch i is illuminated directly by the source 
in the ?rst image L", then the patch i is not illuminated by 
the source in the second image L'. 

[0067] Therefore, if We knoW the fraction 0t, We can 
determine the direct and global radiance components at each 
camera pixel from just tWo images. That is, by measuring the 
radiance We have separated the effect of the direct and global 
illumination components in the scene. 

[0068] Source Limitations 

[0069] Thus far, We assume that When a source element is 
not illuminating, the element does not generate any light. In 
the case of a projector, for example, this is seldom com 
pletely true. If We assume the intensity of a deactivated 
(non-illuminating) source element is a fraction b of an 
activated (illuminating) element, then the above expressions 
can be modi?ed as: 

[0070] Again, if 0t and b are knoWn, then the separation 
can be done using just tWo images. Note that if a is either 
close to l or 0, then the scene is illuminated very sparsely 
as measured in one of the tWo images. If We Want to 
maximiZe the spatial frequency of the illumination in both 
images, then 0t=1/2. In this case, We obtain: 

[0071] Based on the above analysis, We provide a variety 
of separation methods. In each case, We measure a set of 
intensity values at each camera pixel (sensor) and use the 
radiances Lmax and Lmin to denote the maximum and mini 
mum of these intensity values. 
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[0072] If tWo images taken With 0t=1/2, U’ZL', then Lmax= 
L", and Lmin=Li 

[0073] General Considerations 

[0074] While We have used a simple scene With just 
inter-re?ections to describe our separation method, it is 
applicable to a Wide range of applications. The direct 
illumination component can effect diffuse and specular 
re?ections. The global component can arise from not just 
inter-re?ections but also from volumetric and subsurface 
scattering. In the presence of these scattering effects, a 
three-dimensional surface patch j in the above Equations 
represents voxels of intersection betWeen the ?elds of vieW 
of camera pixels and source elements that are distributed in 
3D space, rather then 2D surface patches. 

[0075] In the case of volumetric scattering, as described 
above, tWo effects are measured by the global radiance 
component. The ?rst effect is the illumination of each 
surface point by the participating medium. This effect Works 
like inter-re?ections, and hence is included in the measured 
global radiance component. The second effect is the inten 
sity of the participating medium Within the pixel’s ?eld of 
vieW. Consider the entire set of source rays that pass through 
the line of sight of a single camera pixel. In the ?rst image, 
a fraction 0t passes through the line of sight, and in the 
second image a fraction (1-0.) of the rays pass through the 
line of sight. 

[0076] Therefore, if the illumination frequency is suffi 
cient, even if the medium is non-homogeneous, the second 
effect is also included in the measured global radiance 
component. In the case of subsurface scattering, the direct 
radiance component is effected by the BRDF of the surface 
interface, While the global radiance component is produced 
by the BSSRDF of the surface medium. 

[0077] Separation Methods and Novel Images 

[0078] We noW describe several methods that use spatially 
varying illumination patterns to perform the direct and 
global separation. In addition, We describe hoW separated 
direct and global images can be used to generate novel 
images of the scene. 

[0079] Checkerboard Illumination Shifts 

[0080] As described above, a spatially varying illumina 
tion pattern and its complementary pattern are sufficient to 
obtain the direct and global components of the scene. 
Unfortunately, it is di?icult to obtain such ideal patterns 
using a conventional digital projector. Due to light leakages 
Within the projector optics and custom image processing in 
the projector, the active and inactive elements have intensity 
variations. 

[0081] To overcome these problems, We can take a larger 
number of images than theoretically required. For example, 
We can us a checkerboard pattern, see FIG. 1C, With squares 
that are 8x8 pixels in siZe, and shift the pattern by three 
pixels ?ve times in each of the tWo dimensions to acquire 
asset of tWenty-?ve images. 

[0082] Generating Direct and Global Images 

[0083] FIG. 3A shoWs the steps for generating a set of 
direct images and a set of global images using the above 
described checkerboard illumination pattern. As before, 
each set can include one or more images. The direct image 
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shoWs the effect of the direct illumination, and the global 
image shoWs the effort of the global illumination. 

[0084] The direct and/or the global image can then be 
combined With other images of the scene to provide novel 
images. The combining can be Weighted according to inten 
sities in the images. 

[0085] FIG. 3A shoWs the separation steps. A set ofimages 
301 are acquired by the camera. The images correspond to 
a small part of the scene. At each pixel, a minimum image 
(Lmax) 310 and minimum image (Lmin) 320 are determined. 
The maximum and minimum images are then used to 
generate the direct image 311, and the global image 321, 
using Equation (9). Because the radiance is in response to 
the illumination, the effect of the direct and global illumi 
nation components can easily be observed in the images 311 
and 321. 

[0086] FIGS. 3B-3E shoWs examples of hoW novel images 
of a scene can be determined from the direct and global 
images. In the case of the Wooden blocks in FIG. 3B, the 
novel image is a differently Weighted sum of the tWo 
component images. The global component is given three 
times the Weight of the direct component. Although such an 
image appears unrealistic and is impossible from a physical 
standpoint, it is interesting as it emphasiZes the optical 
interactions betWeen objects in the scene. 

[0087] In the novel image of the peppers in FIG. 3C, the 
peppers have been given different colors by changing their 
hues in the global image and recombining With the direct 
image, Which includes the specular highlights that have the 
color of the source. 

[0088] The same process is used to generate the novel 
image 3D of the grapes in FIG. 3D. In comparison With the 
peppers, the direct component of the grapes includes both 
specular and diffuse re?ections from the surface. 

[0089] FIG. 3E shoWs items in a kitchen sink ?lled With a 
‘milky’ liquid. The dark regions of the global image Were 
used to estimate the brightness Lm of the liquid. Lm is 
assumed to be constant over the scene and is removed from 
the global image to obtain the radiance Lgm of the objects 
due to illumination by the liquid. The ratios of brightnesses 
in the direct image LG1 and the milky liquid illumination 
image Lgm are tabulated. Then, the direct images of tWo 
other objects (fruit and pot) are separately acquired, and 
their milk illumination images are determined using the 
tabulated ratios. The Ld, Lm and Lgm components of these 
neW objects are then added, and the objects are inserted into 
the scene image. Notice hoW the inserted objects include not 
only the effects of scattering by the milk but also secondary 
illumination by the milky liquid. 

[0090] Source Occluders 

[0091] As described above, We use a digital projector to 
generate the spatially varying illumination patterns. In the 
case of a simple uncontrollable light source, such as the sun, 
occluders of various kinds can be used spatially varying 
shadoWs on the scene. 

[0092] For example, FIG. 4A shoWs a line occluder, such 
as the stick, that can be sWept across the scene While a set 
of images are acquired. If the occluder is thin, its shadoW 
occupies a small part of the scene, and hence We can assume 
0t=l in Equation (8). Furthermore, if the scene point lies 
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Within the umbra of the shadow, then there is no direct 
contribution due to the source, and hence b=0 in Equation 
(8) 
[0093] Let Lmax and Lmin be the maximum and minimum 
radiance measured at a scene point in the set of images 
acquired While sweeping the occluder. Then, LmaX=Ld+Lg, 
Lmin=Lg, and the tWo radiance component can be separated. 
In the case of a line occluder, the image sequence is long 
enough to ensure that all the scene points have been sub 
jected to the umbra of the shadoW. 

[0094] As shoWn in FIG. 4B, the process can be made 
much more e?icient by using a more complex mesh 
occluder, such as a 2D grid of circular holes. It should be 
understood, that the structure of the pattern does not need to 
be knoWn. In the case, only a small circular motion of the 
occluder is needed to ensure that all the points are in and out 
of shadoW. If a fraction 0t of the grid is occupied by the 
holes, then We have LmaX=Ld+0tLg, and Lmin=GLg. 

[0095] Other Varying Patterns 

[0096] So far, We have described tWo-valued illumination 
patterns (or shadoWs). HoWever, our separation method is 
applicable to other illumination patterns as Well. For 
instance, the method can be incorporated into conventional 
structured-light range ?nders that use coded illumination 
patterns. 

[0097] In the case of binary coded patterns, some of the 
patterns have high frequency stripes. The corresponding 
images can be used to estimate the direct and global com 
ponents. In the case of a projector, any positive illumination 
function can be generated. 

[0098] A convenient class of functions is based on the 
sinusoidal function as shoWn in FIG. 4C. By using a pattern 
that varies over space and/or time, as a sinusoid at each 
projector pixel, the separation can be done using just three 
patterns. In the ?rst pattern, the intensities of all the projector 
elements are randomly generated using a uniform distribu 
tion betWeen 0 and 1. Thus, the scene is illuminated With 
half the poWer of the projector to produce a global radiance 
component of Lg=2 at each scene point. 

[0099] Let the intensity of a given projector element be 
0t=0.5+0.5 sin 0, Where 020E275. TWo more illumination 
patterns are generated by changing the phases of the sinu 
soids of all the pixels by, say, 275/3 and 4J'c/=3. 

[0100] Note that 0 gives us the correspondence betWeen 
camera pixels and projector elements. Hence, the 3D struc 
ture of the scene can be determined as Well. 

[0101] In the above example, We used a random ?rst 
pattern and vary the intensity of the illumination as a 
sinusoid. Alternatively, a pattern can be generated that is 
sinusoidal With a frequency in one direction, and the phase 
of the sinusoid can be varied With the frequency in the order 
direction. An example of such a function in sin(x+sin y). The 
phase variation along the y dimension is only used to ensure 
that the illumination has high spatial frequencies along both 
spatial dimensions. If three images of the scene are acquired 
using this pattern and tWo shifted versions of the pattern, 
Where the shifts are in the x dimension and are knoWn, We 
obtain three Equations as in the previous case and Ld, Lg and 
0 can be determined. 
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[0102] Separation using a Single Image 

[0103] Thus far, We have described methods that can 
produce separated images at the full resolution of the set of 
acquired images. The direct and global images can be 
determined at a loWer resolution using a single acquired 
image When the effect of the illumination is substantially 
smooth over small local regions in a scene. 

[0104] Consider a scene illuminated by a binary that is 
high frequency in the spatial domain, e.g., a checkerboard 
pattern. We ?lter each color channel of the acquired image 
to ?nd local peaks and valleys. This is done by assigning a 
pixel a “maximum” or “minimum” label if the intensity of 
the pixel is the maximum or minimum Within a relatively 
small, and local n><m WindoW centered around the pixel. 

[0105] The intensity at these peaks and valleys are then 
interpolated to obtain full resolution Lmax and Lmin images. 
If We assume that the separation results are to be computed 
at l=k of the resolution of the acquired image, then We 
determine Lmax and Lmin images at this loWer resolution by 
averaging their values Within k><k blocks in the high reso 
lution images. After this is done, L‘,1 and Lg are determined 
using Equation (8). 

[0106] Applications 
[0107] The separation methods according to the invention 
can be used in a number of applications. 

[0108] Digital Photography 

[0109] As shoWn in FIG. 5, the separation can be done 
using a digital or ?lm camera 500 including a CCD sensor 
501 by modifying the direct light source (?ash unit) 110 of 
the camera. Conventionally, the camera ?ash is a single 
isotropic light source that illuminates everything in the ?eld 
of vieW of the camera. Our ?ash unit can project a high 
spatial frequency illumination pattern, as described above. 
This can be done either using a projector like device as the 
?ash or by using a customiZed source. In the case of the 
projector like device, the illumination patterns can be gen 
erated and varied in the manner described in our preferred 
embodiment. 

[0110] In the case ofa customiZed source, the source can 
include a set of light sources, e.g., LEDs, that are slightly 
displaced With respect to each other. In front of this set of 
sources is placed an optical mask having a spatial transmit 
tance function that is the same as the intended high spatial 
frequency illumination pattern. When a single source is 
activated, the desired illumination pattern is projected onto 
the scene. By activating the set of source in sequence, the 
projected pattern is shifted With respect to the scene because 
the individual sources are at different locations. 

[0111] For example, an optical mask With stripes can be 
used. If the stripes are in the vertical direction as shoWn in 
FIG. 1B, the sources are displaced With respect to each other 
in the horiZontal direction. Sequential activation of the 
sources results in shifting of the projected striped illumina 
tion in the horizontal direction. An image is captured for 
each of the shifts and the set of captured images Will 
guarantee that each point in the scene is directly lit in at least 
one of the images and the high frequency of the illumination 
Will guarantee that the global illumination received by each 
point Will remain constant With respect to the shifts. 
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[0112] Another approach is to use a mechanical technique 
to spatially shift the high frequency illumination. In this 
case, a single source can be placed behind a high frequency 
optical mask. The mask is then moved physically to cause 
the projected illumination to shift With respect to the scene. 
This approach is the same as the use of occluders to generate 
high frequency shadoWs described above. The type of 
motion that is applied to the mask depends on the type of 
pattern that is imprinted on the mask. For instance, a high 
frequency stripe pattern can be translated and a tWo-dimen 
sional pattern can be rotated. 

[0113] When the separation method is incorporated into a 
camera, the camera can produce direct and global images of 
any scene. After this is done, novel images of the scene can 
be computed, after the scene has been photographed, using 
the novel image generation methods described above. 

[0114] Medical Imaging 

[0115] In most conventional medical imaging applica 
tions, the media/objects, e.g., patients, involved produced 
subsurface and/or volumetric scattering elfects. This is a 
serious problem as these effects tend to diminish the clarity 
(contrast) of the acquired images. 

[0116] Our separation method can resolve these elfects. As 
an example, images of human skin are used by dermatolo 
gists to diagnose skin diseases, and by cosmetologists and 
cosmetic surgeons to study various skin features, e.g., 
Wrinkles, pores, and freckles. The conventional approach is 
to simply illuminate the skin area of interest and acquire a 
high resolution image. The resulting image includes the 
surface re?ection from the oils and lipids on the skin as Well 
as the subsurface scattering effects due to tissues beneath the 
surface of the skin. 

[0117] Using the separation method, high quality direct 
and global images of the skin can be obtained. The direct 
image includes the specular re?ection of light due to the oils 
and lipids on and in the skin. The direct image appears 
metallic and reveals the micro-geometry of the scene in a 
Way that is not possible to capture in a conventional image, 
see FIG. 5. In addition, the direct image includes any surface 
imperfections such as dry skin and scars. In contrast to the 
oils and lipids of the skin, these imperfections produce 
mainly dilfuse re?ections and are clearly visible in the direct 
image. 

[0118] In contrast, the global image reveals, With greater 
clarity, all the optical events that take place beneath the 
surface of the skin. For instance, the veins and variations in 
tissue thicknesses are visible in this image. In addition, 
disease cells that have different properties from healthy skin 
cells may also appear With greater clarity. 

[0119] For these reasons, a dermatologist, cosmetic sur 
geon, or a cosmetologist can greatly bene?t from the sepa 
ration method described herein. While a cosmetologist may 
apply the separation method to the face of a patient, a 
dermatologist may apply the method to a small skin region 
on the body that appears to be affected by a medical 
condition. 

[0120] Distinguishing Real from Fake Objects 

[0121] The separation method can be effective in detecting 
the authenticity of an object. Consider fruits and vegetables 
bought in a grocery store versus plastic versions of the fruits 
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used as displays in restaurants. While the fake versions can 
appear very realistic in appearance, it turns out that their 
direct and global components tend to be quite dilferent. This 
is because the subsurface scattering effects produced by the 
synthetic materials (plastic for example) used to create the 
object can be quite different from the subsurface effects 
produced by organic materials that the real object is made of. 
As a result, the separation method can serve as a very fast 
and effective method for inspecting the authenticity of 
objects. 

[0122] Underwater Imaging 

[0123] It is Well knoWn that underwater imaging systems 
are adversely affected by volumetric scattering effects. Par 
ticle suspended in Water can produce very strong scattering 
effects that make it very di?icult to image surfaces that are 
distant from the source and the camera. 

[0124] There are two effects at Work here. The ?rst is that 
the Water attenuates light as it passes through it. The light is 
?rst attenuated as it makes it Way from the source to the 
scene point and then the light is attenuated again as it travels 
from the scene point to the camera. This attenuation process 
serves to dim the radiances of the scene points. In addition, 
the Water itself behaves like a source of light. That is, light 
received from the source by the Water impurities is scattered 
in the direction of the camera. This causes the Water itself to 
serve as a light source. The brightness of the Water reduces 
the contrast of the image, thereby making the already 
attenuated scene of interest even more difficult to image. 

[0125] As described above, in the case of a participating 
medium (such as Water), the separation method produces a 
direct image that is devoid of the light scattered by the 
medium. The direct image looks like an image of the scene 
taken in a clear medium, except that it is dimmer due to the 
attenuation. If a high dynamic range camera is used, this dim 
image can be enhanced to obtain a clear image of the scene 
of interest. 

[0126] Imaging Through Bad Weather 

[0127] The volumetric scattering phenomenon observed in 
the case of Water is also observed in the case of bad Weather 
conditions such as clouds, fog, mist and haZe. In all of these 
cases, there is scattering Water vapor betWeen the illumina 
tion source and scene, and the same scattering effects are 
observed: attenuation of the scene due to the medium and the 
brightening of the medium. Therefore, in is case as Well, the 
direct image is an image of the scene that appears like on 
taken on a clear day. 

[0128] Art History 

[0129] The separation method can be use for art restora 
tion and art historians. In the case of the painting, the direct 
and global images are expected to reveal in greater detail the 
layers of materials used to create the painting. In the case of 
sculptures, the direct image shoWs the ?nish of the surface 
(roughness, chisel, marks, etc.), While the global image 
captures the strong subsurface scattering effects (in the case 
of marble, for instance). 

[0130] Effect of the Invention 

[0131] The invention provides a method for separating the 
effect of direct and global illumination components of a 



US 2007/0285422 A1 

scene lit by a light source. The method is applicable to 
complex scenes With a Wide variety of global illumination 
effects. 

[0132] To our knowledge, this is the ?rst time that the 
effect of direct and global illumination in arbitrarily complex 
real-World scenes has been measured. Images obtained in 
this manner reveal a variety of non-intuitive effects and 
provide neW insights into the optical interactions betWeen 
objects in a scene. 

[0133] Although the invention has been described by Way 
of examples of preferred embodiments, it is to be understood 
that various other adaptations and modi?cations can be 
made Within the spirit and scope of the invention. Therefore, 
it is the object of the appended claims to cover all such 
variations and modi?cations as come Within the true spirit 
and scope of the invention. 

We Claim: 
1. A method for determining an effect of direct and global 

illumination in a scene, comprising: 

illuminating a scene With spatially varying illumination; 

acquiring a set of images of the scene; 

determining a direct radiance in the set of images; and 

determining a global radiance in the set of images. 
2. The method of claim 1, in Which the illumination is 

visible light. 
3. The method of claim 1, in Which the illumination is 

infrared radiation. 
4. The method of claim 1, in Which the direct radiance at 

a point in the scene is due to direct illumination, and the 
global radiance is due to the illumination of the point by 
other points in the scene. 

5. The method of claim 1, in Which the images are 
acquired by an array of sensors arranged in a tWo-dimen 
sional plane. 

6. The method of claim 1, in Which the images are 
acquired by a three-dimensional array of sensors. 

7. The method of claim 1, in Which the images are 
acquired by an array of one-dimensional sensors. 

8. The method of claim 1, in Which the illumination is 
generated by a projector. 

9. The method of claim 1, in Which the illumination is 
generated by a point source. 

10. The method of claim 1, in Which the illumination is 
varied spatially by a physical mask betWeen a source of the 
illumination and the scene. 

11. The method of claim 1, in Which the illumination is 
varied according to a checkerboard pattern. 

12. The method of claim 1, in Which an intensity of the 
illumination is varied spatially. 

13. The method of claim 1, in Which a phase of the 
illumination is varied spatially. 

14. The method of claim 1, further comprising: 

generating a set of direct images from the direct illumi 
nation; and 

generating a set of global images from the global radi 
ance. 

15. The method of claim 14, further comprising: 

combining the set of direct images and the set of global 
images to produce novel images. 
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16. The method of claim 15, in Which the combining is 
Weighted according to intensities in the images. 

17. The method of claim 1, in Which the images are 
acquired by a sparse array of discrete sensors. 

18. The method of claim 14, in Which the combining is 
Weighted according to color values in the images. 

19. The method of claim 1, in Which the illumination is 
varied by moving a linear occluder betWeen a source of the 
illumination and the scene. 

20. The method of claim 1, in Which the illumination 
varies spatially according to a sinusoidal function. 

21. The method of claim 1, in Which the set of images 
includes a single image. 

22. The method of claim 1, in Which the set of images 
acquired of skin to resolve subsurface scattering effects. 

23. The method of claim 1, in Which the set of images are 
acquired of objects to resolve authenticity of the objects. 

24. The method of claim 1, in Which the set of images are 
acquired of objects under Water. 

25. The method of claim 1, in Which there is an illumi 
nation scattering medium betWeen a source of illumination 
and the scene. 

26. The method of claim 1, in Which the global radiance 
is due in part to subsurface scattering of the spatially varying 
illumination. 

27. The method of claim 1, in Which the global radiance 
is due in part to volumetric scattering by a participating 
medium in the scene. 

28. The method of claim 1, in Which the global radiance 
is due in part to diffusion of spatially varying illumination by 
a translucent surface in the scene. 

29. The method of claim 1, in Which there is Water vapor 
betWeen a source of illumination and the scene. 

30. The method of 1, in Which the direct radiance and the 
global radiance are determined from a maximum intensity 
and minimum intensity at each point in the scene While 
spatially varying illumination. 

31. An apparatus for determining an effect of direct and 
global illumination in a scene, comprising: 

a source con?gured to illuminate a scene With spatially 

varying illumination; 
a sensor con?gured to acquire a set of images of the scene; 

means for determining a direct radiance in the set of 
images; and 

means for determining a global radiance in the set of 
images. 

32. The apparatus of claim 31, in Which the illumination 
is visible light. 

33. The apparatus of claim 32, in Which the direct 
radiance at a point in the scene is due to direct illumination, 
and the global radiance is due to the illumination of the point 
by other points in the scene. 

34. The method of claim 31, in Which the light source is 
a ?ash unit and the sensor is a camera. 

35. The apparatus of claim 31, in Which the illumination 
is varied spatially by a physical betWeen a source of the 
illumination and the scene. 

36. The apparatus of claim 31, further comprising: 

means for generating a set of direct images from the direct 
illumination; and 

means for generating a set of global images from the 
global radiance. 
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37. The apparatus of claim 36, further comprising: 38. The apparatus of claim 37, in Which the combining is 
means for combining the set of direct images and the set Welghted accordmg to lmensmes 1n the Images 

of global images to produce novel images. * * * * * 


