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Abstract

A broadcast encryption scheme allows the sender to securely distribute data to a
dynamically changing set of users over an insecure channel. It has numerous applications
including pay-TV systems, distribution of copyrighted material, streaming audio/video
and many others. One of the most challenging settings for this problem is that of
stateless receivers, where each user is given a fixed set of keys which cannot be updated
through the lifetime of the system. This setting was considered by Naor, Naor and
Lotspiech [NNL01], who also present a very efficient “subset difference” (SD) method
for solving this problem. The efficiency of this method (which also enjoys efficient traitor
tracing mechanism and several other useful features) was recently improved by Halevi
and Shamir [HS02], who called their refinement the “Layered SD” (LSD) method. Both
of the above methods were originally designed to work in the centralized (symmetric
key) setting, where only the trusted designer of the system can encrypt messages to
users. On the other hand, in many applications it is desirable not to store the secret
keys “on-line”, or to allow untrusted users to broadcast information. This leads to the
question of building a public key broadcast encryption scheme for stateless receivers;
in particular, of extending the elegant SD/LSD methods to the public key setting.
Unfortunately, Naor et al. [NNL01] notice that the natural technique for doing so will
result in an enormous public key and very large storage for every user. In fact, [NNL01]
pose this question of reducing the public key size and user’s storage as the first open
problem of their paper. We resolve this question in the affirmative, by demonstrating
that an O(1) size public key can be achieved for both of SD/LSD methods, in addition
to the same (small) user’s storage and ciphertext size as in the symmetric key setting.

∗Courant Institute of Mathematical Sciences, New York University.



1 Intr oduction

Br oadcast Encr yption . Broadcast encryption provides a very popular method of deliv-
ering digital content to subscribers over an insecurebroadcast channel. Namely, it allows
the senderto deliver information to a dynamically changing setsof usersin such a way that
only the \quali¯ed" subset of users can recover the data. Not surprisingly, it has found
many applications including pay-TV systems,web-basedelectronic commerce,distribution
of copyrighted material, and many others.

Sinceits intro duction by Fiat and Naor [FN93], the problem received signi¯cant atten-
tion, and many of its variants have beenstudied. To namejust a few, the set of receiverscan
be ¯xed, slowly changing or rapidly changing; the schemecan support a single, boundedor
unbounded number of broadcasts;it might or might not be possibleto periodically refresh
users' secretkeys; the schememight support bounded or unbounded number of \rev oked"
users; it might be possible to trace \pirates" who gave away an illegal decryption device
(this is called traitor tracing); the scheme could be private or public key based; etc. We
mention just several of the relevant works [KRS99, LS98, GSW00, NP00, TT01, GSY99,
WHA97, WGL00, CGI+ 99, CMN99, MS98].

We study one of the most di±cult variants of the problem when the receivers are state-
less. Namely, each user is given a ¯xed set of keys which cannot be updated through the
lifetime of the system. In particular, they do not changewhen other usersjoin or leave the
system,or evolve basedon the history of past transmissions. Instead, each decryption must
be performedsolelyby the userand be basedonly on the current transmissionand the ¯xed
initial con¯guration of each user's decryption device. As argued by Naor, Naor and Lots-
piech [NNL01] (who were the ¯rst to explicitly concentrate on this scenario), the stateless
receiver caseis quite common. For example, the receivers might not be constantly on-line
to view past history or update their secretkeys,or the keysmight be put \once-and-for-all"
into a tamper-resistant device. Additionally , we would like to require that the schemecan
support an unbounded number of broadcasts,and be capable| at least in principle | to
revoke an a-priori unbounded number of users(possibly at the cost of reducede±ciency).
In particular, even the coalition of all the \non-privileged" userscombined cannot decrypt a
given transmission, even if this set is adaptively chosenby a central adversary. Finally, the
above featuresalso imply that consecutive broadcastscan revoke arbitrary and potentially
unrelated subsetsof users,and no \k ey maintenance" is necessary.

Up to date, the only type of schemeenjoying all theseproperties was designedby Naor
et al. [NNL01] (and was recently improved by Halevi and Shamir [HS02]). We will describe
theseschemesin more detail shortly.

Public vs. Symmetric Key . As wementioned, oneimportant distinction betweenvarious
broadcastencryption schemesis whether they are public key or symmetric key based. In the
latter variant, only the trusted designerof the systemcanbroadcastdata to the receivers. In
other words, in order to encrypt the content, oneneedsto know somesensitive information
(t ypically, the secret keys of all the usersof the system) whosedisclosurewill compromise
the security of the system. Even though the symmetric key broadcastencryption is su±cient
for many applications, it has a few shortcomings. For example, it requires the sender to
store all the secret keys of the system, making it a single point of failure. Additionally , in
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certain situations we would like to allow possibly untrusted usersto broadcast information,
which is not possiblein the symmetric setting.

In contrast, in the public key setting the trusted designer of the system publishes a
short public key which enablesanybody to broadcastdata, thus overcomingthe above men-
tioned de¯cienciesof the symmetric setting. Unfortunately, the original schemesof [NNL01]
were primarily designedfor the symmetric key setting. Brie°y , the so called Subset-Cover
methodology of [NNL01] (described in detail later) hasthe systemdesigner(called the Cen-
ter) generatemany \computationally unrelated" secret keys k1 : : : kw (where w is \large")
and distribute various subsetsof thesekeys to di®erent users. To encrypt the messageto a
speci¯ed subsetof privileged users,a certain carefully chosen(small) subsetof thesekeysis
used. Even though this suggeststhat the Center must store all w keys, this typically does
not have to be the case.Indeed, standard symmetric key tools like pseudorandomfunctions
can be used to signi¯cantly compressthe storage requirement of the Center (t ypically, to
a single random seed). This is indeed the casefor the two speci¯c instantiations of the
Subset-Cover framework proposedby [NNL01] | the CompleteSubtree (CS) method and a
more e±cient SubsetDi®erence (SD) method | aswell as for the further improved Layered
SubsetDi®erence (LSD) method of [HS02]. Similarly, even though each user might needto
have too many of the secret keys k1 : : : ; kw (which is really the casein the more e±cient
SD/LSD methods), it is possible| albeit somewhatmore di±cult | to compressthe user's
storageusing similar tools, as was indeed done by [NNL01].

As already noted by Naor et al. [NNL01], the general Subset-Cover framework can in
principle be adapted to the public key setting, by having each key kj replacedby somepair
of public/secret keys (PK j ; SK j). Unfortunately, the simple compressionmethods of the
symmetric key setting are much harder to comeby in the public key setting. In particular,
even ignoring the problem with the user'sstoragefor a second,the natural implementation
will have to publish all the local public keys PK 1; : : : ; PK w, which would result in an
enormouspublic key for the system. Naor et al. [NNL01] brie°y mention that the tools from
Identity-Based Cryptography[Sha84] seemto overcomethis problem (weexplain this below).
In particular, they seemto resolve it completely for the lesse±cient CS method, whereeach
user needsto know very few secretkeysanyway. Unfortunately, Identit y-BasedEncryption
(IBE) alone doesnot seemto be su±cient for the more e±cient SD/LSD methods, since it
doesnot resolve the problem of compressinglarge storagerequirement of each user. In fact,
the question of e±ciently extending the SD (and similar LSD) method(s) to the public key
setting was given as the ¯rst open problem in [NNL01].

Our Main Resul t . We resolve this problem in the a±rmativ e, by non-trivially utilizing
the concept of Hierarchical Identity-Based Encryption (HIBE) [HL02, GS02]. In particular,
we show that one can get essentially all the bene¯ts of the symmetric key versionsof the
SD/LSD methods (including the same small storage per user) in the public key setting,
while having a ¯xed constant sizepublic key. As an intermediate step toward this goal, we
indicate which changesshould be made to the generalSubset-Cover framework of [NNL01]
in order to translate it to the public key setting, and also formally verify that \plain" IBE

is indeedsu±cient to translate the (lesse±cient) CS method to the public key setting. The
particular parameterswe get can be summarizedas follows when revoking r out of N total
users(in all cases,the public key sizeand the storageof the Center are O(1)):
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• CS method. The ciphertext consistsof r log(N=r) identit y basedencryptions, each
usersstoresO(log N ) keys and needsto perform a single identit y baseddecryption.

• SD method. The ciphertext consistsof (2r − 1) hierarchical identit y basedencryp-
tions (of \depth" at most logN each), each usersstoresO(log2 N ) keysand needsto
perform a single hierarchical identit y baseddecryption.

• LSD method. For any ² > 0, the ciphertext consistsof O(r =²) hierarchical identit y
basedencryptions (of \depth" at most logN each), each usersstoresO(log1+ ε N ) keys
and needsto perform a single hierarchical identit y baseddecryption.

Interestingly, when instantiated with best currently known IBE [BF01] and HIBE [GS02]
schemes,the CS method actually becomesslightly more e±cient than \in principle" more
e±cient SD/LSD methods. This is due to the fact that the speci¯c HIBE [GS02] has the
length of the encryption proportional to the \depth" in the hierarchy (seeAppendix A).
Thus, the actual transmission rate in SD/LSD methods will deteriorate to O(r logN ) in
this particular case,matching that of the CS method (while the latter still having a smaller
storagerequirement per userand a slightly cheaper decryption time). Still, if a moree±cient
HIBE is found, the original \transmission rate" advantages of the SD/LSD methods will
again kick into e®ect.

Comparison to Existing Public Key Schemes. There already exist several (quite
similar to each other) public key broadcast encryption schemes[NP00, TT01, DF02] in the
statelessreceiver scenario,all basedon the decisionalDi±e-Hellman assumption. However,
all theseschemescanrevokeup to at most an a-priori ¯xed number of users,r max . Moreover,
the sizeof the transmissionis O(r max ) even if no usersare revoked. In contrast, the SD/LSD
methods allow to revoke a dynamically changing (and potentially unbounded) number of
users r , at the cost of having O(r )-size ciphertext transmission. More importantly , the
reasonthat the schemesof [NP00, TT01, DF02] support only a boundednumber of revoked
users, is that the public key (as well as encryption/decryption times) are proportional to
rmax . In contrast, the analogsof CS/SD/LSD schemeswe construct all have a constant time
public key, and the decryption size is at most logarithmic in the total number of usersN .
Finally, the schemesof [NP00, TT01, DF02] support only a limited form of traitor tracing
(either \non-black-box" or \black-box con¯rmation"; see[DF02] for more discussion),while
(as was shown in [NNL01]) the CS/SD/LSD methods enjoy a signi¯cantly more powerful
kind of \black-box" traitor tracing. To summarize, our proposed schemesenjoy several
advantagesover the existing public key schemes.

On a technical note, the Subset-cover framework of [NNL01] supports only the socalled
CCA1-security [BDJR97] (chosenciphertext security in the pre-processingmode [DDN00]),
sincethe messageis encrypted independently with several \computationally unrelated" keys.
On the other hand, the recently proposedschemeof [DF02] supports full chosenciphertext
security (so called CCA2 [DDN00, BDJR97]). Even though it seemshard to extend the
Subset-cover framework to achieve CCA2-security, it is possibleto achieve a slightly relaxed
(but essentially as useful) notion of gCCA2-security recently proposedby [ADR02, Sho01].
Since this is orthogonal to the main contribution of the paper, we postpone the details
to the ¯nal version, concentrating on the CCA1-security originally consideredby [NNL01]
(which is su±cient for most applications).
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2 Definitions

2.1 Broadcast Encryption

Definition 1 (Br oadcast Encr yption Scheme)
A Broadcast Encryption Schemeis a quadrupleof poly-time algorithms (KeyGen, Reg, Enc,
Dec), where:

• KeyGen, the key generation algorithm, is a probabilistic algorithm used by the Center
to set up all the parametersof the scheme.KeyGen takesas input a security parameter
1λ and possibly a revocation thresholdr max (i.e. the maximum number of users that
can be revoked) and generate the public key PK and the master secret key SK .

• Reg, the registration algorithm, is a probabilistic algorithm used by the Center to com-
pute the secret initialization data to be delivered to a new user whenhe/she subscribes
to the system.

• Enc, the encryption algorithm, is a probabilistic algorithm used to encapsulatea given
sessionkeyk in sucha way that the revoked userscannot recover it. Enc takesas input
the public key PK , the sessionkey k and a setR of revoked users (with |R| ≤ r max ,
if a thresholdhas been speci¯ed to the KeyGen algorithm) and returns the ciphertext
to be broadcast.

• Dec, the decryption algorithm, is a deterministic algorithm that takesas input the se-
cret data of a user u and the ciphertext broadcast by the center and returns the session
key k that was sent if u was not in the setR when the ciphertext was constructed, or
the special symbol ⊥ otherwise.

All the schemesthat we will discussare completely °exible in terms of the revocation
threshold r max , in the sensethat they can tolerate an unbounded number of revoked users,
at the only cost of increasingthe length of the ciphertext. As mentioned earlier, this is one
of the main advantagesof the methods proposedby [NNL01].

Following [NNL01], we brie°y de¯ne the CCA1-security of broadcast encryption (as
stated earlier, one can de¯ne CCA2-security as well, but we will not need it). Upon seeing
the public key PK , the adversary can adaptively perform the following two steps in any
order: (1) corrupt any user, thus obtaining the secret information this user gets when
joining the system (let us denote by R the ¯nal set of corrupted users; in caser max is
speci¯ed, we require |R| ≤ r max ); (2) ask any useru to decrypt a given ciphertext C chosen
by the adversary. Then the adversary selectssomesessionkey k and gets back the value
Enc(PK ; k′;R), where k′ is either equal to k, or equal to a totally random sessionkey.
The schemeis CCA1-secureif no polynomial adversary can distinguish thesetwo caseswith
non-negligible advantage.

2.2 Identity-Based Encryption

An Identity-Based Encryption (IBE) schemeis a Public Key Cryptosystem where the pub-
lic key can be an arbitrary bitstring, from which a trusted entit y known as Private Key
Generator (PK G) can extract the corresponding private key.
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The most relevant advantage of an encryption schemeof this kind is that each user of
the system can have as public key somekind of identi¯er ID that everybody knows (e.g.
his/her own e-mail address), so that there is no need any more for the use of certi¯cates
binding a given public key to its legitimate holder.

Although a formal de¯nition of IBE cryptosystemshave beenknown for a while [Sha84],
the ¯rst fully functional proposal ¯tting all the requirements appearedonly quite recently
in [BF01] (seeAppendix A), which is also a useful referencefor further discussion.

Definition 2 (Identity-Based Encr yption Scheme)
An Identity-Based Encryption schemeis a quadrupleof polynomial-time algorithms (Setup,

Extract, Encrypt, Decrypt), where:

• Setup is a probabilistic algorithm used by the PKG to initialize the global parameters
of the system. Setup takesas input a security parameter 1λ and generates the system
parameters params and a secret key master-key. Then, the PKG publishesparams
as global public key for the IBE scheme,while keeping the quantity master-key secret.

• Extract is a (possibly) probabilistic algorithm used by the PKG to derive private keys
from arbitrary identi¯ers. Extract takes as input params, an identi¯er ID ∈ {0; 1}∗

and master-key, and returns the private key d capable of decrypting ciphertexts in-
tended for the holder of the given identi¯er ID .

• Encrypt is a probabilistic algorithm used to securely send a messageM to the user
whoseidenti¯er is ID within the IBE systemdescribed by the global public keyparams.
Encrypt takesas input params, ID and M and returns a ciphertext C.

• Decrypt is a deterministic algorithm used to recover the messageM from a ciphertext
C intended for a user with identi¯er ID , given the private key d corresponding to ID.
Decrypt takesas input params, ID , C and d and returns the messageM .

Clearly, these four algorithms should satisfy the standard consistencyconstraint: for
all possiblevaluesof the global parametersparams output by Setup, and for all identi¯ers
ID ∈ {0; 1}∗, if d is the private key extracted from ID using master-key then for all message
M it must be that:

Decrypt(params; ID ; Encrypt(params; ID ; M ); d) = M :

As before,we brie°y de¯ne the CCA1-security of IBE's, even though the currently known
IBE's support a stronger kind of CCA2-security. Upon seeingthe public params, the adver-
sary can adaptively perform the following two stepsin any order: (1) perform an extraction
query for any identi¯er ID that it chooses,thus learning the corresponding private key d of
this user(let us denoteby R the ¯nal set of corrupted users);(2) askany userwith identi¯er
ID to decrypt a givenciphertext C chosenby the adversary. Then the adversaryselectssome
messageM and someidenti¯er ID 6∈ R, and gets back the value Encrypt(params; ID ; M ′),
where M ′ is either equal to M , or is equal to a totally random message.The scheme is
CCA1-secureif no polynomial adversary can distinguish thesetwo caseswith non-negligible
advantage.
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2.3 Hierarchical Identity-Based Encryption

HIBE is a natural and very powerful extension of a regular Identit y-Based Encryption.
Intuitiv ely, HIBE allows to organize the users into a tree hierarchy. Each user gets the
secretkey from its parent in the hierarchy (and all the userssharea few global parameters).
Now, anybody can encrypt messageto any given user by only knowing its position in the
hierarchy, speci¯ed as an ID-tuple (or hierarchical identi¯er), HID ≡ (ID 1; : : : ; ID t). This
meansthat the user is located at level t and its ancestors,starting from the parent up to
the root, have hierarchical identi¯ers (ID 1; : : : ; ID t−1), (ID 1; : : : ; ID t−2), : : :, (ID 1), root.

Definition 3 (Hierar chical Identity-Based Encr yption Scheme)
A Hierarchical Identity-Based Encryption (HIBE) scheme is a ¯ve-tuple of probabilistic
polynomial-time algorithms (Root Setup, Lower-level Setup, Extract, Encrypt, Decrypt), where:

• Root Setup is run by root to start-up an instance of HIBE. Root Setup takes as input
a security parameter 1λ, and returns the global public key params to be madeavailable
to everybody, and the master secret key master-key to be known only by the root.

• Lower-level Setup takes as input an ID-tuple (ID 1; : : : ; ID t) (t > 0) and the corre-
sponding secret key, and returns some local secret information which can be used in
the Extract procedure below. Notice that the output cannot contain any parameter that
needs to be made public, but only private information to be stored at the local node.

• Extract is run by a user with ID-tuple (ID 1; : : : ; ID t) (t = 0 corresponds to root) to
compute, using params, its secret key, and maybe other local secret data output by
Lower-level Setup when t > 0, the secret key for an immediate lower level child with
ID-tuple of the form (ID 1; : : : ; ID t; ID t+1 ).

• Encrypt takes as input params, the recipient's ID-tuple (ID 1; : : : ; ID t) and a message
M , and returns the encryption C of M intended for user (ID 1; : : : ; ID t).

• Decrypt is run by the user (ID 1; : : : ; ID t) to recover the plaintext M from the ciphertext
C, given as input params, (ID 1; : : : ; ID t), C and the user's private key.

As expected, the correctnessproperty states that the user with hierarchical identi¯er
HID ≡ (ID 1; : : : ; ID t) should always correctly recover messagesencrypted for him/her. We
notice that in the caseof HIBE, all the ancestorsof the given user can understand the
messagesencrypted for this user. For example, one way to do it would be to ¯rst derive
the corresponding secret key for the descendant by running a seriesof Extract operations,
and then to decrypt the ciphertext. In speci¯c schemes,however, there might be a more
e±cient/direct way to perform such decryption. For example, the HIBE of [GS02] enjoys
a more e±cient decryption by any ancestor of the given node than by the node itself (see
Appendix A)!

Finally, we brie°y de¯ne the CCA1-security of HIBE's. Intuitiv ely, it more or lessstates
that only the designateduser (ID 1; : : : ; ID t) and its ancestors can decrypt messagessent
to this user, while no other user of the system can. Upon seeingthe public key params,
the adversary can adaptively perform the following two steps in any order: (1) perform an
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extraction query for any ID-tuple (ID 1; : : : ; ID t) that it chooses,thus learning the corre-
sponding private key d of this user (let us denoteby R the ¯nal set of corrupted users); (2)
ask any userwith any ID-tuple (ID 1; : : : ; ID t) to decrypt a given ciphertext C chosenby the
adversary. Then the adversary selectssomemessageM and someID-tuple (ID 1; : : : ; ID t)
such that (ID 1; : : : ; ID i) 6∈ R for 0 ≤ i ≤ t (so that no ancestor of this user is corrupted),
and gets back the value Encrypt(params; (ID 1; : : : ; ID t); M ′), where M ′ is either equal to
M , or is equal to a totally random message.The scheme is CCA1-secureif no polynomial
adversary can distinguish thesetwo caseswith non-negligible advantage.

3 The Subset-Co ver Framew ork

In [NNL01], the authors presented the Subset-CoverFramework as a formal environment
within which one can de¯ne and analyze the security of revocation schemes. Brie°y , the
main idea of the framework is to de¯ne a family S of subsetsof the universeN of usersin
the system, and to associate each subsetwith a key, which is made available exactly to all
the usersbelonging to the given subset. When the Center wants to broadcast a messageto
all the subscribers but those in somesetR, it \covers" the setN \R of \privileged" users
using subsetsfrom the family S (i.e. the Center determinesa partition of N \R, where all
the subsetsare elements of S), and then encrypts the sessionkey used to masqueradethe
messagewith all the keys associated to the subsetsin the found partition.

A revocation scheme within the Subset-Cover framework is fully speci¯ed by de¯ning
the particular Subset-Cover family S used,the algorithm to ¯nd the cover for the authorized
set of subscribers and the key assignment employed to deliver to each user the keys corre-
sponding to all the sets the user belongsto. We remark that the key assignment method
does not necessarilygive each user all the neededkeys explicitly, but may provide some
succinct representation su±cient to e±ciently derive all the neededkeys.

As speci¯c examples,the CompleteSubtree (CS) method and the SubsetDi®erence (SD)
method were formalized and proven securewithin the Subset-Cover framework; recently ,
in [HS02] the Layered SubsetDi®erence (LSD) method was intro duced as an improvement
on the SD method, that makes it possibleto reduce the amount of storage required from
each user at the cost of a small increasein the length of each broadcast.

Although all the above methods wereproposedfor the symmetric setting, in someappli-
cations it might be desirableto have revocation schemeswithin the Subset-Cover framework
in the public key scenario.To this aim, in [NNL01] the authors presented a generaltechnique
to transposeany Subset-Cover revocation schemeto the asymmetric setting. The basic idea
of this method is to make the public keysassociated to each subsetin the family S available
to all the (not necessarilytrusted) parties interested in broadcasting information, in the
form of a Public Key File (PKF).

The price paid for the full generality of this technique is a high ine±ciency in term
of storage required to maintain and distribute the Public Key File. However, for speci¯c
schemes, it might be possible to come up with public key cryptosystems that allows to
compressthe PKF to a reasonablesize. For instance, it was already observed in [NNL01]
that the use of an Identit y-Based Encryption (IBE) scheme (such as the one proposed
in [BF01]) would be helpful for the CS method. A solution for the more interesting caseof
the SD method (or equivalently for the LSD scheme) was left as an open problem.
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We answer the question in the a±rmativ e, by showing that any Hierarchical Identit y-
BasedEncryption (HIBE) schemecan be used to reduce the Public Key File to O(1) size,
while maintaining the same small storage for every user. As a warm-up, we ¯rst brie°y
describe the CS method (referring the interested reader to [NNL01] for more details) and
then we show how to take advantage of the characteristic properties of an IBE scheme to
extend the CS method. Afterwards, we describe the SD method and its extension to the
public key setting by meansof any HIBE scheme. We also show that the sametechnique
can be usedfor the LSD variant as well.

For each method, our emphasiswill be on developing its characteristic key assignment
to the users,sincethis is the main di±cult y we will face. In other words, we will not discuss
in any detail the algorithmic technicalities neededto ¯nd the subset cover for the set of
privileged users,sincethesemethods remain identical to the symmetric key setting.

A note on Key Indistinguishability . To prove the generic security of the Subset-
Cover framework for a given key assignment in the symmetric setting, [NNL01] intro duced
an intermediate notion of key indistinguishability . Intuitiv ely, it stated that any secretkey
kj corresponding to the subset Sj remains pseudorandomto the adversary, even if he/she
learns all the secret information belonging to all the usersoutside of Sj . Obviously, such
intermediate notion does not make sensein the public key setting, since secret keys are
never pseudorandomin public key cryptography. Instead, we notice that the argument
of [NNL01] easily extends to the public key setting, provided the public key encryption
corresponding the the set Sj remains \secure" (in this case,CCA1-secure)even when the
adversary learnsall the secretinformation belongingto all the usersoutside of Sj . We omit
the obvious formalization of this claim.

4 Public Key Extension of the CS Method

The Original Scheme. In the CS scheme, the usersare organized in a tree structure:
for the sake of simplicit y, let us assumethat the total number N of usersin the system is
a power of 2 (i.e. N = 2t, for someinteger t), and let us associate each user to a leaf of
the complete binary tree T of height t. The Subset-Cover family S is then set to be the
collection of all the completesubtreesof T . More precisely, if vj is a node in T , the generic
Sj ∈ S is the set of all the leaves of the complete subtree of T rooted at vj (thus, in this
case|S| = 2N − 1).

To associate a key to each element of S, the Center simply assigns,during an initial-
ization step, a random number Lj to each node vj in T , and then Lj is used to perform
all the encryption/decryption operations relative to the subsetSj . Furthermore, sinceeach
user needsto know the keyscorresponding to all the subsetshe/she belongsto, during the
subscription step the Center givesthe subscriber all the keysLj relative to each node vj in
the path from the root down to the leaf representing the subscriber.

Notice that also the Center needsto keep track of all thesekeys: to limit the memory
usage,a solution could be to use a pseudo-randomfunction to derive all the 2N − 1 keys
from some¯xed, short seed.

As for the e±ciency of the scheme, we notice that the storage requirement on each
subscriber is just O(log N ), with a transmission rate (i.e. the length of the broadcast
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message)of r log N
r , due to the fact that the cover algorithm needsa logarithmic number

of subtreesto excludeeach of the r revoked usersin R (see[NNL01] for more details).

Extension to the Public Key Setting . As mentioned above, a naive approach to the
problem of transposing the CS method to the asymmetric setting yields a total number of
2N − 1 public keys. The causeof the ine±ciency of such solution is that all the public keys
are stored explicitly in the PKF; to overcomethis problem we have to employ a scheme
that allows an implicit and compact representation of the PKF from which to easily extract
the neededinformation: the functionalities of any Identit y-BasedEncryption schemecome
handy in this situation, yielding the e±cient solution described below.

As a preliminary step, a ¯xed mapping is intro duced to assignan identi¯er ID( Sj) to
each subsetSj of the family S. For example,a simple mapping could be to label each edge
in the complete binary tree T with 0 or 1 (depending on whether the edgeconnects the
node with its right or left child), and then assignto the subsetSj rooted at vj the bitstring
obtained reading o®all the labels in the path from the root down to vj .

Afterwards, the Center runs the Setup algorithm of an IBE schemeto createan instance
of the systemin which it will play the role of the Private Key Generator (PK G). Then, the
Center publishesthe parametersof the systemparams together with the description of the
mapping usedto assignan identi¯er to each subset: thesetwo piecesof data constitute the
PKF, and requires O(1) space.

To generatethe private key LPri
j corresponding to each subsetSj ∈ S, the Center sets:

LPri
j ← Extract(params; ID(Sj); master-key):

At this point, the Center can distribute to each subscriber the private data necessary
to decrypt the broadcast, as in the original, symmetric scheme. Moreover, whenever a (not
necessarilytrusted) party wants to broadcast a message,it can encrypt the sessionkey
k used to protect the broadcast under the public keys LPub

ij
= ID( Sij ) relative to all the

subsetsthat make up the cover of the chosenset of privileged users. To this aim, this party
only needsto know the parameters of the IBE system params and the description of the
mapping ID( ·), and then it can compute:

Cj ← Encrypt(params; ID(Sij ); k)

for all the subsetSij in the cover.

Security . The formal CCA1-security of the scheme follows almost immediately from the
powerful security de¯nition of IBE. Indeed,whenrevoking somesetR of users,the adversary
does not learn any of the secret keys used for transmitting the messageto the remaining
usersN\R (since only sets disjoint from R are used in the cover), so the CCA1-security
of broadcast encryption immediately follows by a simple hybrid argument over the sets
covering N\R.

A Concrete Inst antia tion . Finally, if we apply the above idea in conjunction with the
speci¯c IBE schemeproposedin [BF01] (seeAppendix A), the public key extensionmatches
the original variant in all the e±ciency parameters;more precisely, the storagerequirement
on each user is still O(log N ) and the transmission rate is r log N

r , where r = |R|.
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5 Public Key Extension of the SD Method

To improve the transmission rate, the SD scheme usesa more sophisticated Subset-Cover
family S: each userwill belongto moresubsets,thusallowing for greater freedom(and hence
higher e±ciency) in the choice of the cover. On the °ip side, this will create a problem of
compressingthe user's storagewhich will needto be addressed.

As before, the usersare associated to the leavesof the complete binary tree T , but the
generic subset Sij is now de¯ned in term of two nodes vi; vj ∈ T (with vi ancestor of vj),
which we will call respectively primary root and secondary root of Sij . Speci¯cally, each
subset Sij consistsof all the leaves of the subtree rooted at vi except those in the subtree
rooted at vj .1

Due to the large number of subsetsthat contain a given user, it is no longer possible
to employ an information-theoretic key assignment, directly associating a random key to
each element in the family S (as it wasdone in the CS method), becausethis would require
each subscriber to store a huge amount of secret data: to overcomethis problem, a more
involved, computational technique is required.

The idea behind the solution proposed in [NNL01] is to derive the set of actual keys
{Lij} from someset of \proto-k eys" {Pij} satisfying the following properties:

1. given the proto-key Pij it is easyto derive the key Lij ;

2. giventhe proto-keyPil it is easyto derive the proto-keyPij , for any nodevj descendent
of node vl;

3. it is computationally di±cult to obtain any information about a proto-keyPij without
knowing the proto-key Pil for someancestorvl of vj (and descendent of vi).

In particular, the last property implies that given the knowledge of the key Lij it is com-
putationally di±cult to recover the proto-key Pij .

Once we have de¯ned a way to generate a family of proto-keys featuring the above
properties (which we will call a \proto-k ey assignment"), it is possibleto make available to
each subscriber the O(N ) secret keys corresponding to all the subsetshe/she belongsto,
by giving him/her only O(log2 N ) proto-keys, as described below.

Let u be the leaf representing the user within the tree T and let r T be the root of T .
Furthermore, let rT ≡ u0; u1; : : : ; ut ≡ u be all the ancestorsof u on the path from r T down
to u, and denote by sh the sibling of uh, h = 1; : : : ; t.

By de¯nition, the subtree di®erencesets Sij containing u are precisely those whose
primary root vi is one of the uh's and whosesecondaryroot vj is a descendent of sh′ for
someh′ > h.2

For instance, among the subsetswhoseprimary root is r T , the onescontaining u are
thosewhosesecondaryroot vj is a descendent of somesh. Notice that, by the ¯rst property
of the proto-keys assignment described above, to compute the key LrT vj

corresponding
to such subset, it is enough to know the proto-key PrT vj

, which in turn (for the second
property) can be obtained from the proto-key PrT sh

; thus, by giving the user the t = logN
1The denomination of the SD method is due to the fact that each subset Sij can be expressed as the

set-difference of the two subsets Si and Sj as defined in the CS method: Sij = Si n Sj .
2For the purpose of our description, a node v will be considered among its own descendents.
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proto-keysPrT s1 ; : : : ;PrT st , he/she will be able to e±ciently compute the keys relative to
all the subsetsSrT vj

he/she belongsto.
Repeating the samereasoningfor all the logN ancestoruh of u, we can conclude that

O(log2 N ) proto-keys su±ce to allow the user u to recover all the O(N ) relevant keys.

The Original Scheme. We can now describe the key assignment usedin [NNL01] for the
SD method as a particular instance of the proto-key assignment described above.

In the initialization phase,the Center associates to each internal node vi in T a random
number Label i, which can be thought as the proto-key Pii for the improper subtree dif-
ferenceset Sii. Then, to generatethe proto-keys for all the subsetsSij , a pseudorandom
generatorG is used:

G : {0; 1}n −→ {0; 1}3n

where n is the desiredlength of the keysLij . For notational convenience,given an input x,
we will denote with GL(x) the n leftmost bits of G(x), with GR(x) the n rightmost bits of
G(x), and with GM (x) the remaining n central bits of G(x).

Using the generatorG, we can expressthe relationship betweena proto-key Pij and the
proto-key Pil (with vl parent of vj) as follows:3

Pij =

(
GL(Pil) if vj is the left child of vl
GR(Pil) if vj is the right child of vl

Furthermore, the key Lij associated to the subset Sij can be derived from the proto-key
Pij as:

Lij = GM (Pij):

By construction, the ¯rst two properties of the proto-key assignment are satis¯ed; as for
the third one, the useof a pseudorandomgeneratorguaranteesthe computational hardness
of obtaining any information about a proto-key Pij or a key Lij , without the knowledgeof
any proto-key Pil, for somevl ancestorof vj .

Notice that the Center can avoid to store all the N − 1 labels Label i by reusing the
technique of the generator G. Namely, the Center associates to the root r T of the tree T
a random seeds of length n; to generateeach Label i, it repeatedly applies the generator
G taking, at each edgeon the path going from the root down to the node vi, the left part
GL or right part GR depending on the direction of the edge,and ¯nally applying GM once
it gets to the node vi.

As already observed, the use of a proto-key assignment allows to cut the storage re-
quirement on the subscribers down to O(log2 N ). More interestingly, since in [NNL01] the
authors showed how to cover any privileged set excluding r revoked usersusing only 2r − 1
subsets,the SD schemeenjoys an O(r ) transmission rate, thus being the only known broad-
cast encryption schemesupporting any number of revocations at the cost of a proportional
increasein the length of the ciphertext (and independent of the total number of users).

Extension to the Public Key Setting . To extend the SD schemeto the asymmetric
scenario,one would like to generalizethe basic idea used for the caseof the CS method:
namely, de¯ne an ID mapping for all the subsetsSij ∈ S and then employ an IBE scheme

3In [NNL01], the authors refer to what we call here the “proto-key” Pij as Label i .
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to extract all the relevant private keys. However, asalready observed, to avoid an explosion
of the user's storage, it is necessaryto usea schemesatisfying the characteristic properties
of a \proto-k ey assignment", whereasordinary IBE schemesdo not seemto support the
crucial property, sincethis requires the capability of deriving \children" proto-keys from a
given proto-key. Luckily, the more powerful notion of general Hierarchical Identit y-Based
Encryption (such as the one recently proposed in [GS02]), o®ersall the functionalities
needed,leading to the solution described below.

First, to de¯ne a mapping HID (·) assigninga hierarchical identi¯er to each set Sij of the
family S, we will reusethe ID( ·) mapping intro duced in the public key extensionof the CS
method, which associates to each node in the tree T a bitstring of 0's and 1's, depending
on its position within T .

Preliminarily , we extend the ID(·) mapping to the improper subsetsof the form Sii,
letting ID( Sii) = ID( vi). Next, we notice that if vi is an ancestor of vj and we think of
ID( vi) and ID(vj) as hierarchical sequencesof one-digit identi¯ers (rather than as unique,
monolithic IDs), then ID(vi) will be a pre¯x of ID(vj). So let us denotewith ID( vj)\ID( vi)
the hierarchical identi¯er made up by the sequenceof single-bit identi¯ers in the su±x of
ID( vj) coming right after the pre¯x ID(vi).

At this point, we can de¯ne the HID( ·) mapping on all the elements of S as follows:

HID (Sij) = (ID( Sii); [ID( vj)\ID(vi)]; 2)

where the operator \ ;" is used to highlight the juxtap osition of hierarchical identi¯ers.
Notice, the depth of this identi¯er is two plus the depth of vi relative to vj in our tree, and
the the symbol 2 is usedas terminator (we will seewhy soon).

Once the HID( ·) mapping has been speci¯ed, to complete the initialization phase, the
Center runs the Setup algorithm of a HIBE schemeand publishesparams and a description
of the mapping HID (·) as the Public Key File. Besides, the distribution of the secret
decryption information to the subscriberswill be carried out asanother instantiation of the
proto-keys assignment, as described below.

The key LPri
ij relative to a given subset Sij will be the private key extracted from the

public key LPub
ij = HID( Sij). As described in section 2.3, to extract the private key LPri

ij

from the hierarchical identi¯er HID( Sij) = (ID( Sii); [ID( vj) \ ID(vi)]; 2), it is necessaryto
know the private key Pij of the local PKG corresponding to its parent (ID( Sii); [ID(vj) \
ID( vi)]), or of any ancestorof HID (Sij) lying higher in the tree hierarchy. Such key Pij is
de¯ned to be the proto-key associated to Sij ; formally:4

LPri
ij ← Extract(params; (ID( Sii); [ID( vj)\ID( vi)]; 2);Pij)

Pij ← Extract(params; (ID( Sii); [ID( vj)\ID( vi)]) ;Pil)

Pii ← Extract(params; (ID( Sii)) ; master-key)

wherevl is the parent of vj , and master-key is the masterkey output by the Setup algorithm
and known only to the root PKG, role that in our setting is played by the Center.

4We remark that the values of keys and proto-keys are not uniquely defined by these probabilistic assign-
ments. In particular, deriving the value of the “same” key twice from some of its ancestors will likely result
in different keys. However, any value we get is equally functional by the definition of HIBE.
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From the above de¯nitions, it is clear that the ¯rst two properties of a proto-key assign-
ment are ful¯lled; on the other hand, the validit y of the third one hingesupon the security
of the HIBE scheme,that ensuresthe computational di±cult y of obtaining a private key for
any identi¯er without knowing the private key of a local PKG lying higher in the hierarchy
of the system.

Direct consequenceof the application of the proto-key assignment to the public key
extension, is that the storage requirement on each subscriber is still O(log2 N ). On the
other hand, the cover ¯nding algorithm characteristic of the SD method ensuresthat 2r −1
ciphertexts will su±ce in the worst caseto broadcast the sessionkey to all the privileged
usersin the system.

Security . The formal CCA1-security of the schemeagain follows almost immediately from
the powerful security de¯nition of HIBE. Indeed, when revoking somesetR of users,none
of the proto-keys the adversary learns is an ancestor of any of the hierarchical identi¯es
corresponding to the setscoveringN\R. This property is fairly easyto verify, and a simple
hybrid argument will againcompletethe security proof. Weremark that only CCA1-security
is achieved by the SD (as well as the CS) scheme(s), since the adversary is disallowed to
ask the decryption oracleafter the challengeis obtained. And, indeed, it is easyto seethat
onecannot achieve CCA2-security by following the Subset-cover framework, sinceeach user
can decrypt only one of several independent encryptions of the message.

A Concrete Inst antia tion . We now consider how an actual implementation of our
public key extension would perform in the practice. Sincethe only known implementation
of a fully functional HIBE is the one recently proposedin [GS02], we discussits e±ciency
below (seeAppendix A).

One interesting characteristic of the HIBE of [GS02] is that a ciphertext encrypted for
a given user in the system can be easily recovered by any of its ancestor | actually, the
decryption processgets more and more e±cient as we go higher in the hierarchy! As a
consequence,instead of deriving the private key LPri

ij required to decrypt the ciphertext
from its \ancestor" proto-key Pil, the user can directly obtain the messagebroadcast using
Pil itself, thus saving up to O(log N ) factor in the decryption time.

On the °ip side, the speci¯c HIBE of [GS02]yields ciphertexts whoselength is propor-
tional to the nesting depth of the hierarchical identi¯er to which the encrypted message
is being sent: it follows that the transmission rate of such a concrete instantiation of our
public key extension would be O(r logN ), due to the fact that the hierarchical identi¯er
HID( Sij) can have nesting depth proportional to the height t = logN of the tree T .

Therefore, when usedin conjunction with the HIBE of [GS02], the asymmetric variation
of the SD schemeproposedabove leadsto the samedecryption time and transmission rate
of the public key extensionof the CS method, while imposinga greater storagerequirement
on each singleuser. Nevertheless,we feel that our technique givesan interesting solution to
the problem of obtaining a ¯xed Public Key File size,when generalizingthe SD method to
the asymmetric setting: besides,if a more e±cient implementation of HIBE should become
available, the parametersof our schemewould automatically improve, possibly reaching the
e±ciency of the SD method for the symmetric scenario.
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6 Public Key Extension of the LSD Method

The Original Scheme. Recently , an improvement to the SD method, known as the
Layered Subset Di®erence (LSD) method, was proposed in [HS02]. In its basic form,
this method reducesthe amount of secret data that each subscriber needsto store, from
O(log2 N ) to O(log3/2 N ), at the cost of doubling the maximum size of the cover. The
authors also presented a generalization of the basic schemethat achievesa storagerequire-
ment of O(log1+ ε N ), for any ² > 0, while increasingthe length of the broadcastby a factor
of 1=², which still yields a transmission rate of O(r ), for ¯xed valuesof ².

The main idea behind the LSD scheme is to reduce the size of the family S by only
considering a subcollection S ′ of useful subsets. The key observation to reach this goal is
that any subtree di®erenceset Sij can be rewritten as the disjoint union Sik ∪ Skj , for any
node vk lying in the path from vi to vj .

To de¯ne the sub-collectionS ′, consecutive levels of the tree T are grouped into layers,
and certain subsetsof S are called local or special. In particular, local subsetsare those
whose primary and secondary roots both lie within the same layer, while special subset
are those having as their primary root a node lying exactly on the boundary between two
adjacent layers. The sub-collection S ′ consistsexactly of all the local and special subsets
of S. In this way, the number of proto-keys that each user needsin order to decrypt each
broadcastcan be reduced,while the Center can preserve the functionalities of the systemby
at most doubling the sizeof the cover. This is becauseany subsetSij ∈ S can be obtained
as the union of a local subsetand a special subset in S ′.

Extension to the Public Key Setting . Since the LSD scheme only di®ers from the
SD method of [NNL01] for the useof a smaller subcollection S ′ of the Subset-Cover family
S, we can extend it to the asymmetric setting applying exactly the same idea used to
generalizethe SD method to the public key scenario: indeed, any HIBE scheme can be
employed to distribute the necessaryproto-keys to the users of the system, according to
the samelabel-distribution strategy de¯ned for the original LSD schemein its conventional
symmetric mode.

A Concrete Inst antia tion . As for the e±ciency parametersof such public key extension,
we can repeat the samediscussionoutlined for the SD scheme: namely, if we usethe HIBE

proposedin [GS02] (which is currently the only known implementation of a fully functional
HIBE scheme), the public key extension maintains the same storage requirement as the
original, symmetric LSD scheme, whereasthe transmission rate deteriorates by a factor
of logN . Again, should a more e±cient HIBE scheme be proposed, our solution would
consequently improve, approaching the performanceof the conventional LSD scheme.

6.1 Inclusion-Ex clusion Trees

In [HS02], the authors also consideredan alternativ e approach to the problem of specifying
the set of revoked usersR that shouldn't be a able to recover the broadcastedmessage.
Such technique is basedon the use of Inclusion-Exclusion Trees (IE-T rees), which o®era
convenient way of describinga large set of privileged userswith relative few nestedinclusion
and exclusion conditions on the nodesof the tree T .
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The advantage of such technique is that from an IE-Tree it is possibleto derive a cover
whosesize is proportional to the number of conditions speci¯ed by the IE-Tree itself.

Without going in the details of this approach (for which we refer the reader to [HS02]),
we notice here that our extension to the Public Key setting can be coupled with the useof
IE-Treesin the caseof both the SD schemeand the LSD scheme,sinceoncea cover of the
set of privileged usershasbeenobtained, both the encryption and the decryption stepscan
be performed making useof our HIBE-basedtechnique presented above.
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A Currentl y Best IBE/ HIBE Schemes

We brie°y describe the currently best IBE schemeof [BF01] and the HIBE [GS02]. We will
only describe the \basic" chosen plaintext (CPA) secureversions of these schemes,since
both schemesutilize random oracles,and amplifying the security from CPA to CCA1/ CCA2

can be done by a variety of standard meansin the random oracle model (see[BF01, GS02]
for the details). Also, sincethe HIBE of [GS02] is a generalization of the IBE of [BF01], we
¯rst describe their common features.

Common Features. . Let G1; G2 be two cyclic groupsof a large prime order q, whereG1 is
represented additiv ely, and G2 | multiplicativ ely. We assumethe existenceof a symmetric
bilinear mapping ê : G1 ×G1 → G2. Namely, for any P; Q ∈ G1, a; b∈ Zq, we have

ê(aP; bQ) = ê(bP; aQ) = ê(P; Q)ab = ê(Q; P)ab (1)

We assumealso the existenceof the parameter generation algorithm I which, on input
1λ, outputs a prime q, the description of G1; G2 of order q and a bilinear map ê, so that ê is
polynomial-time computable in ¸ . We mention that the security of both schemesbelow is
basedon the Bilinear Di±e-Hel lman (BDH) assumption: for random P ∈ G1, a; b;c ∈ Zq,
it is computationally hard to compute ê(P; P)abc ∈ G2 when given only P; aP; bP; cP.

IBE of [BF01] . We usethe notation later convenient for to the hierarchical setting.

• Setup. Run I(1λ) to get G1; G2; ê, pick a random s0 ∈ Zq, P0 ∈ G1, setQ0 = s0P0, and
output params = (G1; G2; ê;P0; Q0; H1; H2), master-key = s0. Here H1 : {0; 1}∗ →
G1, H2 : G2 → {0; 1}n are cryptographic hash functions, modeled as random oracles
(i.e., they output a truly random string on every input), and n is the length of the
messagesencrypted.

• Extract. Set the secretkey of user ID to S1 = s0P1, where P1 = H1(ID) is a random
point in G1 derived from ID by meansof a random oracle.

• Encrypt. To encrypt a messageM ∈ {0; 1}n for userID usingpublic valueQ0, compute
P1 = H1(ID) ∈ G1, choosea random r ∈ Zq, set g = ê(Q0; r P1) ∈ G2 and return
C = [r P0; M ⊕ H2(g)].

• Decrypt. To decrypt C = [U0; V ] using S1 and Q0, set f 0 = ê(U0; S1) and output
V ⊕ H2(f 0).

To seethe correctnessof the decryption, notice that

f 0 = ê(U0; S1) = ê(r P0; s0P1)
(1)
= ê(s0P0; r P1) = ê(Q0; r P1) = g

HIBE of [GS02]. We will seethat the IBE schemeabove is the special caseof the scheme
below when depth t = 1.

• Root Setup. SameasSetup for IBE. Namely, run I(1λ) to get G1; G2; ê, pick a random
s0 ∈ Zq, P0 ∈ G1, set Q0 = s0P0, and output params = (G1; G2; ê;P0; Q0; H1; H2),
master-key = s0.

17



• Lower-level Setup. Each user at level t ≥ 1 picks a random local secretst ∈ Zq (recall,
root has s0) and keepsit secret.

• Extract. Every user (ID 1; : : : ; ID t) at level t ≥ 0 will have a secret point St ∈ G1

(seebelow; we assumethat the root has S0 = 0G1
), and (t − 1) \translation points"

Q1 : : : Qt−1 ∈ G1 (notice, Q0 is in the public key). Recursively, to assignthe secretkey
to its child ID t+1 , the parent (ID 1; : : : ; ID t) computesPt+1 = H1(ID 1 : : : ID t+1 ) ∈ G1,
picks a random st ∈ Zq, sets the child's secret point St+1 = St + stPt+1 , the child's
¯nal translation point Qt = stP0, and sendsto the child the valuesSt+1 , Qt together
with its own t−1 translation points Q1 : : : Qt−1. Unwrapping the notation, the child's
secretkey is (St+1 =

P t+1
i=1 si−1Pi; Q1 = s1P0; : : : ; Qt = stP0).

• Encrypt. To encrypt a messageM ∈ {0; 1}n for (ID 1; : : : ; ID t) using public value Q0,
compute Pi = H1(ID 1 : : : ID i) ∈ G1 for all 1 ≤ i ≤ t, choosea random r ∈ Zq, set
g = ê(Q0; r P1) ∈ G2 and return

C = [r P0; M ⊕ H2(g); r P2; : : : ; r Pt]

Intuitiv ely, the ¯rst two components correspond to the IBE encryption we described
earlier for the top-level user (ID 1). Unfortunately, user (ID 1; : : : ; ID t) cannot quite
decrypt it using its \translated" secret point St+1 , so additional values r P2; : : : ; r Pt

are given. Combining them with secrettranslation points Q1 : : : Qt−1, the messageM
is recovered. This is described below.

• Decrypt. To decrypt C = [U0; V; U2; : : : ; Ut] using St and Q1 : : : Qt−1, set f 0 =
ê(U0; St), f i = ê(Qi−1; Ui) for 2≤ i ≤ t and output M = V ⊕ H 2(f 0=(f 2 : : : f t)).

To seethe correctnessof the decryption, notice that

f 0 = ê(U0; St) = ê(r P0;
tX

i=1

si−1Pi) =
tY

i=1

ê(r P0; si−1Pi)

(1)
=

tY

i=1

ê(si−1P0; r Pi) = ê(Q0; r P1) ·
tY

i=2

ê(Qi−1; Ui) = g · f 2 · · · f t

Finally, we remark on the speci¯c feature of the above scheme. The ciphertext for the user
at level t literally contains the shorter ciphertext for every ancestorof the user. Thus, it is
more e±cient to decrypt for the ancestor than for the user itself !
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