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Abstract 

We propose an adaptive and effective multimodal 
peripheral-fovea sensor design for real-time targets 
tracking. This design is inspired by the biological vision 
systems for achieving real-time target detection and 
recognition with a hyperspectral/range fovea and 
panoramic peripheral view. A realistic scene simulation 
approach is used to evaluate our sensor design and the 
related data exploitation algorithms before a real sensor is 
made. The goal is to reduce development time and system 
cost while achieving optimal results through an iterative 
process that incorporates simulation, sensing, processing 
and evaluation. Important issues such as multimodal 
sensory component integration, region of interest 
extraction, target tracking, hyperspectral image analysis 
and target signature identification are discussed.  

 
Keywords – Hyperspectral imaging, panoramic vision 

bio-inspired sensing, target tracking.  
 
 

1. Introduction 
Recently, a great deal of effort has been put into 

adaptive and tunable multi-spectral or hyper-spectral 
sensor designs with goals to address the challenging 
problems of detecting, tracking and identifying targets in 
highly cluttered, dynamic scenes. Representative large 
programs include: the DARPA’s Adaptive Focal Plane 
Array (AFPA) Program [1], ARL’s Advanced Sensor CTA 
[2], and NSF’s Center for Mid-Infrared Technologies for 
Health and the Environment [3]. Even commercial 
real-time, spectral tunable, polaralization-enabled, 
hyperspectral imaging (HSI) systems are available [4]. 
However, today’s HSI system are limited to scanning 

mode detection, and are usually large, complex, power 
hungry and slow. The ability to perform HSI in a staring 
mode is critical to real-time targeting mission. This brings 
up conflicting requirements for real-time search with the 
ability to detect and identify difficult and hidden targets 
using hyperspectral information, while staying within the 
processing time and size available suited to small 
platforms. In addition, the limited field of view (FOV) of 
conventional sensor design does not satisfy the 
requirements of large area search. We propose a novel 
single sensor design that has both a panoramic view and a 
hyperspectral/range fovea, and that integrates sensing and 
processing for real-time target detection. It is an extension 
to the conventional foveated-peripheral system:  1) It has 
a panoramic view instead of just a wide-angle view. 2) It is 
capable of 3D and hyperspectral data acquisition instead of 
just high-resolution color vision in the foveated region. 
Therefore, this sensor design is inspired by the biological 
vision systems of human eyes, but it does not merely 
mimic human vision. It uses dual-panoramic scanners to 
detect moving targets and to aid active control of the 
hyperspectral/range fovea to acquire needed signatures of 
targets at various locations for achieving real-time 
hyperspectral and range imaging.  

Another important feature of the work is to use a 
realistic hyperspectral simulation tool to test our sensor 
designs in various scenarios, which allows us to more 
effectively refine our sensor parameters. In addition, it can 
further help us to reduce the cost of fabrication of a sensor 
design that might not yet meet the requirements of 
real-world applications before the images “captured” by 
the sensor are processed for the applications. Using 
realistic scene simulation and image generation using the 
designed sensor parameters, various algorithms can be 
applied to the generated images and then the sensor design 
can be evaluated and further refined. In this paper, issues 
such as sensor designs, peripheral background modeling, 
and target signature acquisition will be addressed in detail. 
This design and the related data exploitation algorithms 
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will be simulated and evaluated in our general data 
simulation framework.  

The paper is organized as the following. Section 2 
shows the design of the bio-inspired adaptive multimodal 
sensor platform - the dual panoramic scanners with 
hyperspectral/range fovea (DPSHRF) for the task of 
tracking moving targets in real time. Section 3 describes 
the simulation environment for implementing our 
simulation approach, and the parameter configuration of 
the sensor platform. Section 4 presents the image 
exploitation algorithms for detecting and tracking moving 
targets, and spectral classification in recognizing the 
moving objects. Conclusions and discussions will be 
provided in Section 5. 

2. A Bio-Inspired Sensor Design 
The data volumes in consideration have two spatial 

dimensions (X and Y), a spectral dimension (S, from a few 
to several hundred), and a time dimension (T). This four 
dimensional (4D) image in X-Y-S-T may be augmented by 
a 2D range image (in the XY space). Ideally, a sensor 
should have 360-degree full spherical coverage, with high 
spatial and temporal resolution, and at each pixel have full 
range of spectral and range information. However, this 
type of sensor is difficult to implement because of the 
enormous amount of data that must be captured and 
transmitted, most of which will eventually be discarded. 
Therefore, particularly for real-time applications, every 
collection must face fundamental trade-offs such as spatial 
resolution vs spectral resolution, collection rate vs SNR, 
field-of-view vs coverage, to name a few examples.  

Understanding the trade-offs and using algorithms that 
can be adapted to changing requirements can improve 

performance by enabling the collection to be done with 
maximum effectiveness for the current task. To break the 
dilemma between FOV and spatial/spectral resolution, we 
investigate a bio-inspired data collection strategy, which 
can achieve real-time imaging with a hyperspectral/range 
fovea and panoramic peripheral view. This is an extension 
of the functions of human eyes that have high-resolution 
color vision in the fovea and black-white, low-resolution 
target detection in the wide field-of-view peripheral vision. 
In our design, the fovea is enhanced by HSI and range 
information, and the peripheral vision is extended to 
panoramic FOV and has adaptive spectral response rather 
than just black-white.  

Our proposed sensor platform, the dual-panoramic 
scanners with a hyperspectral/range fovea (DPSHRF)  
(Fig. 1), consists of a dual-panoramic (omnidirectional) 
peripheral vision and a narrow FOV hyperspectral fovea 
with a range finder. This intelligent sensor works as the 
follows. In the first step, two panchromatic images with 
360-degree FOV are generated by rotating two line 
scanners around a common rotating axis, pointing apart to 
two slightly different directions. The angle difference 
between the two scanners can be adjusted for detecting 
and tracking moving targets with different velocities and 
distances. An initial angle is used at the beginning. Then 
the detecting results from the two scans can determine 
what the new angle difference should be - either decreased 
if a target is moving too fast, or increased if the target is 
moving too slow. There are two advantages of using line 
scanners that will be further amplified. First, a line scanner 
can have a full 360-degree horizontal FOV. Second, 
resulted images are inherently registered.  

Moving targets can then be easily and quickly 
determined by the differences of the two panoramic 

 
Fig. 1. The design concept of the DPSHRF. The dash lines indicate the single viewpoint of both the foveal hyperspectral imager and the
two line scanners.  
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images generated from two scanners. The next position 
and the time of a moving target can be estimated from the 
difference of two regions of interest (ROIs) that include 
the target. In real-time processing, the comparison is 
started whenever the second scan reaches the position of 
the first scan, therefore, only a small portion of panoramic 
images is used before full-view panoramas are generated. 
The detail of the target detection processing algorithm will 
be discussed in Section 4. 

Then, we can turn the hyperspectral/range fovea with a 
specific focal length calculated based on the size of the 
object, and to the predicted region that includes the 
moving target. Thus, hyperspectral/range data is recorded 
more efficiently for only the ROIs that include possible 
moving targets. The two line scanners and the 
hyperspectral/range imager are aligned so that they all 
share a single effective viewpoint. The spectral data can be 
efficiently recorded with a foveal hyperspectral imager 
(FHI) [6] which maps a 2D spatial image into a spatial 1D 
image. This is implemented by using a micro mirror as a 
fovea that intercepts the light onto a beam splitter for 
generating co-registered range-hyperspectral images using 
a ranger finder and the FHI. The FHI consists of a fiber 
optical reformatter (FOR) [7] forms a 1D array onto a 
dispersive hyperspectral imager (DHI) [8] which produces 
a 2D hyperspectral data array with one dimension as 
spatial and the other as spectral. The spatial resolution of 
the FOR is determined by the diameters of optical fibers 
which are controlled during the optical design process. The 
blurring effect from cross-coupling of optical fibers is not 
significant magnitude as shown in [9]. Finally, a 
co-registered spatial-spectral/range image is produced by 
combining with the panchromatic images which are 
generated by the dual-panoramic scanners.  

In summary, this sensor platform improves or differs 
from previous designs [2, 6, 9] in literature in four aspects:  
(1) A dual scanning system is designed to obtain moving 
targets in a very effective and efficient manner. A 
panoramic view is provided instead of a normal 
wide-angle view. 
(2) An integration of range and hyperspectral fovea 
component is used for target identification. 
(3) The dual-panoramic scanners and the 
hyperspectral/range fovea are co-registered. 
(4) Active control of the hyperspectral sensor is added to 
facilitate signature acquisition of targets of various 
locations that can only be determined in real-time.  

3. Scene Simulation and Sensor Modeling 
The sensor design concept is tested though the 

simulation tool DIRSIG. Various broad-band, 
multi-spectral and hyperspectral imagery are generated 
through the integration of a suite of first principles based 
radiation propagation sub-models [10]. Before performing 

scene simulation and sensor modeling, we need to set up 
different scenarios and configure the sensor parameters. 
One of the complex scenarios we constructed including 4 
cars having exactly same shapes and 3 different paints 
moving to different directions with various speeds (Fig. 2). 
All four cars will pass through the cross section at the 
bottom corner of the main building in the scene at a certain 
time. Various behaviors of the moving vehicles such as 
simple moving, overtaking, passing through, and etc., are 
monitored by our sensor platform which is placed in front 
of the main building. The scan speed of each line scanner 
can be set from 60 Hz to 100 Hz selectable, thus one entire 
360° scan take from 6.0 seconds down to 3.6 seconds. This 
time constraint is not a problem for real-time target 
detection since detection and scanning are continuous and 
simultaneous. The number of pixels per line in the vertical 
direction is set to 512 to match the horizontal scanning 
resolution. Few selected spectral bands are captured by 
dual line scanning. The focal length is fixed at 35mm for 
both line scanners, and the angle between the pointing 
directions of the two scanners is 10° so that the time the 
second scan reaches the position of the first scan is only 
about 0.1s. In theory, the time difference between two 
scans should be much less than one second to avoid a lot 
of uncertainty of action changes in moving vehicles. Two 
scanners are used so that (1) the more accurate direction 
and the focal length of the hyperspectral fovea can be 
estimated; and (2) moving target detection can still be 
performed when background subtraction using a single 
scanner fails due to cluttered background, multiple moving 
targets, and the ego-motion of the sensor platform. The 
focal length of the hyperspectral imager is automatically 
adjusted according to the target detection results generated 
from the two line scanners. To simulate the hyperspectral 
imager, we use a frame array sensor with small spatial 
resolution at 70 x 70 for the hyperspectral data, and the 
ground truth range data provided by DIRSIG are 
transformed into range images. The spectral resolution is 
0.01 µm ranged from 0.4 µm to 1.0 µm. Different portion 
of bandwidth can be selected and determined by analyzing 
the model spectral profile. 

The simulation will enable a close investigation of 
intelligent sensor designs and hyperspectral data selection 
and exploitation for user designated targets. The DIRSIG 
simulation environment allows us to use an iterative 
approach to multimodal sensor designs. Starting with user 
and application requirements, various targets of interest in 
different, cluttered background can be simulated using the 
scene-target simulation tools in the DIRSIG. Then the 
adaptive multimodal sensor that has been designed can be 
modeled using the sensor modeling tools within the 
DIRSIG, and multimodal sensing data (images) can be 
generated. Target detection/identification, background 
modeling and multimodal fusion algorithms will be run on 
these simulated images to evaluate the overall 
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performance of the automated target recognition, and to 
investigate the effectiveness of the initial multimodal 
sensor design. The evaluations of the recognition results 
against the given “ground-truth” data (by simulation) can 
provide further indicators for improving the initial sensor 
design, for example, spatial resolution, temporal sampling 
rates, spectral band selection, the role of range information 
and polarization, etc.. Finally, a refined sensor design can 
again be modeled within the DIRSIG to start another 
iteration of sensor and system evaluation. 

4. Data Exploitation and Adaptive Sensing 
The basic procedure for active target detection and 

tracking is as follows. A few selected spectral bands are 
used to initialize the detection of targets either based on 
motion detection or scene/target properties in prior 
scenarios. Then, for the potential interesting targets, the 
fovea turns to each of them to get a high-resolution, 
hyperspectral image with range information. This can be 
done in real-time so that tracking of one target and 
switching between multiple candidates is made possible.  
Finally, the signatures of the targets can be obtained by 
automatically analyzing the hyperspectral data in the fovea 
and by selecting the most relevant bands for such targets. 
This kind of function needs the active control of the sensor 
to fuse the peripheral and fovea vision in an efficient 
manner. In the following, we elaborate the principle by 
using some commonly used algorithms in target detection, 
tracking and identification, using our bio-inspired 
multimodal sensor. 

4.1. Detection and tracking in peripheral views 

The first step is to find ROIs that possibly contain 
moving targets (Fig 3). Simple background subtraction 
between a scanned image and a background image is not 
sufficient because the panoramic background (with trees, 
building, etc.) may change due to illumination changes 
over a large span of time. The advantage of using the two 
consecutive scanners is the ability to quickly detect a 
moving target in real time using “frame difference” 
without producing too much noise from the background. 
Further, a morphological noise removal technique [11] is 
applied to remove small sparse noises with the opening 
operation and fill small holes with the closing operation. 
However, the results from “frame difference” cannot 
provide accurate location and size information of the 
moving targets. Therefore, bounding boxes are defined 
from the “frame difference” results to mask off those 
background regions for background subtraction, which can 
provide more accurate location and size information of the 
moving targets. Fig. 3c shows some bounding boxes that 
can be used as masks for performing the background 
subtraction of each individual panoramic scan. The 
threshold is set very low since we are interested in any 
changes in motion comparing to the relative static 
background. Of course, false alarms can also be generated 
by events such as the change of a large shadow, but this 
can be verified once we captured the hyperspectral image. 
The background image is updated for only those pixels 
belonging to the background after each 360-degree 
rotation, thus moving object extraction is maintained over 
time. At every rotation, each of the two line scanners will 
generate a sequence of 1D image lines that are combined 
to generate the panorama. Thus, registration problems can 
be avoided with the stabilized line scanners. Real-time 
target detection can be achieved since the scanning and 
detection are performed simultaneously and continuously.  

The next step is to estimate the region of the next 
position that may contain a target once the two ROIs of the 
same target are found at two different times resulting from 
two different scans (Fig. 3d). The location and size 
differences of the two regions can determine the relative 
bearing angle of the hyperspectral/range fovea imager to 
zoom on the moving target. The position of extracted 
region from the dual-scans indicates which direction the 
target is moving to. Also, the size of two regions can 
indicate whether the target is moving closer to the sensor 
or farther. Therefore, we can calculate the next position 
where the target will be. Then, the ratio of the previous 
two regions can be used to estimate the new focal length 
of the hyperspectral imager. 

The angle difference of two scans for two ROIs at 
different times ti and ti+1, can be used to predict the 
position of the next ROI having the moving target at the 
time, ti+2, when the hyperspectral/range imager can be in 

 
Fig. 2. A simulated urban scene image captured at latitude=43.0° 
and longitude=77.0°, 1000 meters above. The ellipses show the 
initial state of the four cars. The rectangles show the state where 
those cars move after 12s. The “DPSHRF” sensor (in blue dot) is 
placed in front of the main large building. The simulated scene is 
captured at 8am in a typical summer day. 
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place. Therefore, given the time 2+it , we can estimate the 
panning and tile angles of the hyperspectral/range imager. 
Note that only the angles relative to the center of a region 
are needed. The turning angles (i.e., panning and tilting) of 
the hyperspectral/range imager should be: 
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where the superscript x and y correspond to the panning 
angle (in the x-direction) and the tilting angle (in the 
y-direction), respectively. The angle 

itθ  corresponds to 
the angle position of a ROI at a time it  as shown in Fig. 
3. The focal length of the hyperspectral/range fovea is 
inversely proportional to the desired FOV of the 
hyperspectral/range imager ,α , in order to have the target 
in the full view of the FOV. The FOV angle can be 
estimated as 
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where 
2+itR  is the predicted size of the target region at 

2+it , and lP  is the number of scanning lines per radius. 
The relationship between 

2+itR  and the previous two 
regions of the same target at different times can be 
expressed as 
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Then a hyperspectral foveal shot of a ROI from the 
calculation can be taken. Thus, hyperspectral/range data is 
recorded in a more efficient way, only for ROIs. It is 
possible for some regions to be identified that do not have 
true moving targets inside. Then the hyperspectral 
classification in next step can verify this situation.     

4.2. Target classification using 3D and HSI fovea 

Targets can be classified based on hyperspectral 
measurements, shape information, and the integration of 
both. There has been a lot of work in recognizing objects 
using 3D shape information [e.g., 12, 13]. Here we will 
only describe how to use a target’s depth information and 

a)  

b)  

c)  

d)  

Fig. 3. All 360° panoramic images (512 x 3600) shown here are integrated from vertical scan lines captured by the dual-panoramic 
scanners. a). Panoramic image from the first scanner, with the moving targets indicated inside red circles.  b). Panoramic image from 
the second scanner, again the same moving targets indicated inside green circles.  c). frame difference between a and b, group of ROIs 
are labeled.  d). background subtraction from two scans inside boundaries defined by c. Red rectangles showed ROIs from first scan, 
blue rectangles showed ROIs from second scan. (Close-up view of each labeled region can be seen clearly in Fig. 4). 
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the information of its background to perform better 
hyperspectral classification.  

Recognizing a target needs to compare the target’s 
spectrum associated with each pixel to its training 
spectrum. In our experiments, a spectral library was 
pre-built with some existing models. Various vehicles with 
different colors and shapes can be imported and tested in 
the simulation scene. In the particular scenario in Fig. 2, 
four cars having the same shape but different paints are 
modeled. Two are red, one is brown and one is black. 
Initial spectral signatures of the four cars were captured 
from different angles in the same background. The 
capturing angles and surroundings are important and need 
to be considered carefully because those factors can 
significantly affect the effective radiance reaching the 
sensor, ),,,( λφθlL , where l is the slant range from sensor 
to target, θ, φ and λ are the zenith angle, the azimuth angle 
and the wavelength, respectively. The general expression 
for  L is more complex and fully described in [14]. 
However, we can simplify L if we are only interested in 
the reflective (visible) bands, the general equation can be 
further expressed as: 

( )),,(),,,(),,(),,,(),,,( λθλφθφθλσλφθ lLLLlLflL usbsdss= (4) 

where σ is the angle from the normal to the target to the 
sun, Ls is the solar radiance, Lds is the downwelled 
radiance from the sky due to the atmospheric scattering, 
Lbs is the spectral radiance due to the reflection from 
background objects, and Lus is the scattered atmospheric 
path radiance along the target-sensor line of site.  

In the training stage, the background is known and fixed, 
thus Lbs can be cancelled out. The angles of the sun to the 
target and the of target to the sensor are known, thus we 
can keep this information and estimate a new spectral 
profile of the model target once we need to monitor a new 
target at a different time. Lds and Lus can also affect the 
initial spectral profile if the weather condition changes 
significantly. In the current experiments, we only use one 
atmospheric dataset which can also be replaced and 
changed in the simulation in the future. After handling all 
reflective variants, various endmembers that represent the 
spectral extremes that best characterize a material type of a 
target were selected, and their spectral curves were stored 
in the spectral library database. We used the sequential 
maximum angle convex cone (SMACC) [15] to extract 
spectral endmembers and their abundance for every model 
target. In comparison to the conventional pixel purity 
index (PPI) [16] and N-FINDER [17], SMACC is a much 
faster and more automated method for finding spectral 
endmembers. Simply speaking, SMACC first finds 
extreme points or vectors that cannot be represented by a 
positive linear combination of other vectors in the data as a 
convex cone, and then a constrained oblique projection is 
applied to the existing cone to derive the next endmembers. 
The process is repeated until a tolerance value is reached, 

for example, max number of endmembers. Each 
endmember spectrum, defined as H, can be presented 
mathematically as a combination of the product of a 
convex 2D matrix contains endmember spectra as columns 
and a positive coefficient matrix: 

∑=
N

k

jkAkcRicH ),(),(),(  (5) 

where i is the pixel index, j and k are the endmember 
indices, and c is the spectra channel index. Some 
endmembers might have less spectra differences in term of 
redundancy. Those can be coalesced based on a threshold 
so that the most extreme spectra are identified and used to 
represent the entire coalesced group of endmembers.  

In the testing stage, the same target spectra may be 
varied in different conditions such as various surface 
orientations and surroundings. However, the significant 
spectral signature of a target can be estimated and maybe 
further corrected with the help of range information 
produced from a ranger finder. Knowing the angles of the 
sun and the sensor, the depth map (i.e. range data) can 
indicate whether the information of a background object 
close to the target should be counted when processing the 
target spectra. The result spectra will have similar shape 
but the magnitudes will be still different due to the 
variations of illumination intensities and directions. A 
spectral angle mapper (SAM) [18] algorithm is used to 
match the target spectra to reference spectra. The SAM is 
insensitive to illumination and albedo effects. The 
algorithm determines the spectral similarity between two 
spectra by calculating the angle between the spectra and 
treating them as vectors in a space with dimensionality 
equal to the number of bands [18]. Smaller angles 
represent closer match. The depth information and the 
relative location of the sun and the sensor can determine 
whether a target spectra should be adjusted by the 
surrounding spectra when performing classification. As a 
result, each pixel is classified either to a known object if 
the target spectrum is matched with the library spectrum of 
that object, or to an unknown object, for instance, the 
background. To distinct multiple objects from database, 
the results from different group of endmembers of 
different targets are compared.  

4.3. Experimental Results 

Fig. 4 shows the processed results for the following four 
cases: A) Multiple targets with different spectral signature. 
B) A target is under a shadow cast by trees. C) There is no 
moving target (thus a false alarm). D) Only one side of the 
target spectral signature can be acquired and the other side 
can not be determined due to the insufficient reflectance of 
the sun light and the surroundings. Various solutions can 
be possible, for example: 1) to place the sensor platform at 
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another position; 2) to reconfigure sensor parameters such 
as adjust the height and the pointing direction; and 3) to 
implement a better classification algorithm. Therefore the 
experimental results can quickly drive feedback to adjust 
and improve the sensor design and the algorithm 
implementations. Various scenarios and cases can be 
constructed and tested in the simulation framework before 
a real sensor is even made. 

One of the useful advantages of the co-registered 
hyperspectral and range imaging is to use the range 
information to improve the effectiveness of the 
hyperspectral measurements. For example, in Fig. 4B, the 
shadowing of the vehicle (the red car) under the trees can 
be analyzed by the relation among the location of the sun, 
the locations of the trees from the panoramic background, 
and the surface orientations of the vehicle. Considering the 
depth information, the SAM can be obtained for surfaces 
of the vehicle under the influence of the tree shadows 
(therefore looks greenish). In Fig. 4D, the relations 
between the surfaces orientations of the vehicle (the black 
car) and the location of the sun can also tell which surfaces 
are illuminated. Therefore the well-illuminated surfaces 
(i.e. the top of the car body) can be selected based on the 
structural information obtained from the range data. The 
analysis so far is very preliminary but is very promising 
for future research. 

5. Conclusions and Discussion  
We have described our bio-inspired multimodal sensor 

design that enables efficient hyperspectral data collection 
for tracking moving targets in real-time. The real-time 

hyperspectral/range fovea imaging system further extends 
the capability of human fovea vision. We have also 
demonstrated a simulation procedure to evaluate the new 
senor design, to test algorithms and to actively control the 
sensor for data selection. Constructing a sophisticated 
sensor like the one described in the paper is 
time-consuming and costly, and might not even meet the 
application requirements after being fabricated. Therefore, 
we believe the simulation procedure used in the paper is 
one solution to thoroughly evaluate a new sensor design in 
that realistic images can be generated in order to test 
various algorithms before the sensor has been made. By 
simulation, various components can be reconfigured or 
replaced for specific situations or tasks. The image 
processing algorithms described in the paper are designed 
only to demonstrate the basic idea of effectively capturing 
hyperspectral data in ROIs based on data exploitation. 
Needless to say, more sophisticated algorithms need to be 
developed for more challenging tasks. In addition, we only 
described one spectral classification method for 
recognizing the object. More precise and efficient 
hyperspectral classification routines may be applied. 

In the future, we will study two aspects of data 
processing: range-spectral integration and intelligent 
spectral band selection. Both issues will be greatly 
facilitated by our proposed approach with advanced scene 
and sensor simulation. 

Range-spectral integration. There are many factors 
that need to be considered in correcting the acquired 
hyperspectral data to reveal the true material reflectance, 
including source illumination, scene geometry, 
atmospheric and sensor effects, spectral and space 

Index ROIs Fovea 
parameters 

Fovea Shot 
(in RGB) 

Sample 
Spectral Profile

Spectral Curves 
Annotations 

Depth Map SAM 
without depth 

SAM with 
depth 

Results 

A 

 

Zenith: 89.0 
Azimuth: 80.0 
Focal Length: 

245mm   

Top Curve:  
Car on Right 

Bottom Curve: 
Car on Left    

Red Car 
Brown Car 

B 

 

Zenith: 88.5 
Azimuth 191.0 
Focal Length: 

205mm  

Top Curve:  
Car not in Shadow 

Bottom Curve: 
Car in Shadow   

Red Car 

C 

 

Zenith: 88.5 
Azimuth 220.0 
Focal Length = 

225mm  

Top Curve:  
Material 1 

Bottom Curve: 
Material 2   

False Target

D 

 

Zenith: 88.0 
Azimuth 330.0 
Focal Length: 

125mm  

Top Curve:  
Front body 

Bottom Curve: 
Side body    

Black Car 

 

Fig. 4. Processing Result of the simulated urban scene. Each index corresponds to each labeled region in Fig 2d. The column ROIs shows 
close-up view of result indicated in Fig 2d. Hyperspectral fovea shots demonstrated here with only 3 RGB bands (which are also marked 
as vertical lines in the sample spectral profile column, in blue, green and red, respectively. Only the significant spectral signatures of 
targets are shown here. Final mapping results are shown in binary only to indicate the targets and the background. The classification is 
based on the match result with each model target spectral profile in database.    
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resolution, and etc. In the low-altitude airborne or ground 
imaging cases, the scene geometry is probably the most 
important factor. Therefore, the design of co-registered 
hyperspectral and range fovea will provide both spectral 
and geometry measurements of the 3D scene in a high 
resolution, so that a range-aided spectral correction can be 
performed. Using the DIRSIG tools, we have simulated 
both hyperspectral images and ranges images for several 
selected targets with known 3D models and spectral 
properties, and the next step to derive algorithms to 
perform spectral correction by the more effective 3D 
structure information of the targets given by the range 
images and the background information given by the 
panoramic scanners. 

Optimal band selection. After the analysis of the 
hyperspectral data, the most useful wavelengths that can 
capture the target’s signatures can be selected via tunable 
filtering; and the task of tracking and target recognition 
will only need to use the few selected bands or a few key 
features rather than all of the bands. This study will be 
carried out in several scenarios involving different targets 
in a challenging background or different backgrounds. We 
will compare the hyperspectral profiles (i.e. 3D images 
with two spatial dimensions and a spectral dimension) of 
various targets against different background materials, and 
then derive the optimal spectral signatures to distinguish a 
target from its background. We will also investigate how 
the range information can be used in improving the 
effectiveness of signature extraction and target recognition. 
The DIRSIG target and scene simulation tools could 
provide sufficient samples as training examples for us to 
optimal hyperspectral band selection. 

 
 
Acknowledgements 
 
This work is supported by AFOSR under the Discovery 

Challenge Trusts (DCTs) Program, Award 
#FA9550-08-1-0199, and in part by AFRL/SN under 
Award No. FA8650-05-1-1853 and by NSF under Grant 
No. CNS-0551598. 

 
 
References 
 

[1] Stu Horn, DARPA’s Adaptive Focal Plane Array (AFPA) 
Program, Available:  
http://www.arpa.mil/mto/programs/afpa/index.html 

[2] A.C. Goldberg, B. Stann, N. Gupta, 2003, “Multispectral, 
hyperspectral, and three-dimensional imaging research at 
the U.S. Army research laboratory”, Proceedings of the 
Sixth International Conference of Information Fusion, 2003. 
Vol. 1, 2003, pp: 499-506 

[3] K. Kincade, “MIRTHE center aims to take mid-IR sensors 
to new heights. (Optical Sensing)”, Laser Focus World, July, 
2006. 

[4] POC, POC’s Real-Time Hyperspectral Imaging, Available: 
http://www.poc.com/, last visited July, 2008  

[5] DIRSIG, http://dirsig.cis.rit.edu/, last visited October, 2008 
[6] Fletcher-Holmes, D. W. and A. R. Harvey, 2005. “Real-time 

imaging with a hyperspectral fovea,” J. Opt. A: Pure Appl. 
Opt. 7, 2005, pp. S298-S302 

[7] Fibreoptic Systems Inc. 60 Moreland Rd, Unit A, Simi 
Valley, CA 93065, USA (http://www.fibopsys.com/) 

[8] Headwall Photonics, Inc., 601 River Street, Fitchburg, MA 
01420, USA.(http://www.headwallphotonics.com/) 

[9] A. R. Harvey, D W Fletcher-Holmes, Imaging aparatus, GB 
Patent application 0215248.6, 2nd July 2002 

[10] J. R. Schott, S. D. Brown, R. V. Raqueño, H. N. Gross, and 
G. Robinson, "An advanced synthetic image generation 
model and its application to multi/hyperspectral algorithm 
development", Canadian Journal of Remote Sensing, Vol. 
25, No. 2, June 1999 

[11] P. Soille, “Morphological image analysis: principle and 
applications”, Springer Press, 1999 

[12] A. Diplaros, T. Geves, I. Patras, “Combining color and 
shape information for illumination-viewpoint invariant 
object recognition”. Image Process, Vol. 1, Issue 1, pp.1-11, 
Jan. 2006 

[13] T. M. Start and M. A. Fischler, “Context-based vision: 
recognizing objects using information from both 2D and 3D 
imagery”, Pattern Analysis and Machine Intelligence, IEEE 
Trans. Vol. 13, Issue 10, Oct 1991 

[14] J. R. Schott, “Remote Sensing: the image chain approach, 
2nd ed”. Oxford, NY: Oxford University Press, 2007. 

[15] J. Gruninger, A. J. Ratkowski and M. L. Hoke. “The 
sequential maximum angle convex cone (SMACC) 
endmember model". Proceedings SPIE, Algorithms for 
Multispectral and Hyper-spectral and Ultraspectral 
Imagery, Vol. 5425-1, Orlando FL, April, 2004. 

[16] J. W. Boardman, F.A. Druse, and R.O. Green, “Mapping 
target signatures via partial unmixing of AVIRIS data.” Fifth 
Annual JPL Airborne Earth Science Workshop, Vol. 1, 
AVIRIS Workshop, pp. 23-26, 1995 

[17] M. F. Winter, “N-FINDR: an algorithm for fast autonomous 
spectral end-member determination in hyperspectral data.” 
Proceedings SPIE, Vol. 3753, pp. 266-275 

[18] F. A. Kruse, et al. 1993, "The spectral image processing 
system (SIPS) - Interactive visualization and analysis of 
imaging spectrometer data". Remote Sensing of the 
Environment, v. 44, p. 145 - 163. 

 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200061006d00e9006c0069006f007200e90065002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /ENU (Use these settings to create PDF documents with higher image resolution for improved printing quality. The PDF documents can be opened with Acrobat and Reader 5.0 and later.)
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308000200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e0065002000760065007200620065007300730065007200740065002000420069006c0064007100750061006c0069007400e400740020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e0030002000650020007300750070006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e006700200066006f00720020006100740020006600e50020006200650064007200650020007500640073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f0067006500720065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000650065006e0020006200650074006500720065002000610066006400720075006b006b00770061006c00690074006500690074002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200070006100720061002000610075006d0065006e0074006100720020006c0061002000630061006c006900640061006400200061006c00200069006d007000720069006d00690072002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a00610020004100630072006f006200610074002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006200650064007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020006400e40072006d006500640020006600e50020006200e400740074007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


